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BOLUM 1

AG TEMELLERI

Internette bilgisayarlar, mesajlarini paket adi verilen birimlere bdlerek
birbirleriyle haberlesirler. Internette her bir bilgisayarda diger bir bilgisayara baglanmak
icin kablo olmadigindan, paketler kaynaktan gidilecek yere yonlendirici adi verilen ara
bilgisayarlar ile taginirlar. Herbir paket kaynagin ve gidilecek yerin adresini igerir boylece
yonlendiriciler paketin nereye iletilecegini ve kimin gonderdigini bilirler. Paketler
yonlendiricilere islem yapilmasindan ve gonderilmesinden daha hizli ulagtigi zaman,
yonlendirici paketleri bir sirada saklar. Ag sikigmasi, bu siradaki paketlerin siirekli olan bir
periyodda artmasi sonucunda olusur. Siranin daha uzun olmasi, siranin sonundaki paketin
transfer edilmesi i¢in daha ¢ok beklemesi demektir, bundan dolay1 gecikmeleri artar. Ag
sikigmast siranin tamamen dolmasina sebep olur. Bu sekilde sira doldugunda, gelen
paketler diisiiriiliir ve asla gidecekleri yere ulasamazlar. TCP gibi iletisimi kontrol eden

protokoller, bu paket kayiplarin1 dikkate almalidirlar.

Internetteki web sayfalarinin transferi bir baglanti-tabanli (connection-oriented)
servisdir. Bu paket anahtarlamali (packet-switched) bir ag iizerinde calisir, transfer
protokolii olarak TCP kullanir. Bu bolimiin kalaninda, paket-anahtarlamali bir agi,

baglant1 tabanli iletisimi ve TCP tanimlanacaktir.

1.1 Devre Anahtarlama ve Paket Anahtarlama

Bir iletisim ag1 devre anahtarlamali (circuit-switching) yada paket anahtarlamali
(packet-switching) tabanli olabilir. Devre anahtarlamali da, veri transferinin
baglayabilmesi i¢in kullanilacak tiim agin rezerve edilmis olmasi gerekmektedir. Buna bir
ornek olarak telefon sistemlerini verebiliriz. Agda, sinirli bant genisligi kapasitesi vardir,
ayni anda sabit sayida baglantiy1 destekleyebilir. (agin bant genigligine ve herbir baglanti

tarafindan ayrilan bant genisligi miktarina baglidir). Eger bant genigligi ayrilmigsa ve



baglant1 kurulmugssa ama veri transferi baslamamigsa, bagka bir baglant1 bos da bulunan
bant genisligini kullanamaz ¢iinkii o bagka bir baglant1 tarafindan ayrilmistir. Sekil 1.1 de
bir devre-anahtarlamalinin 6rnegi gosterilmistir. A bilgisayari, C bilgisayar1 icin bir
ayirma yapmustir ve B bilgisayarida, D bilgisayar1 i¢in bir ayirma yapmistir. Bu devrelerin
her ikiside aym1 yonlendirici boyunca gitmektedir. Yol her ikisi tarafindan da
kullanilmaktadir. Devre anahtarlamali aglarda, ¢oklama (Multiplexing) ile bant genisligi
zaman bolimlerine (time-division multiple access) yada frekans boliinmelerine
(frequency-division multiple access) ayrilir. Eger bir baglanti bogsa ve ayirma etkin iken,
bos bant genisligini bagka kullanan baglant1 yoksa ¢oklama s6z konusu degildir. Bunlara
ilaveten, kaynaklar once ayrilmistir ve trafigin bant genisligi kapasitesini asmayacagi

garanti edilmistir, sira yoktur ve dolayisiyla sikigmada yoktur.

Sekil 1.1. Devre — Anahtarlamali ornek.

Paket anahtarlama, internette kullanilan data transfer metodudur. Paket
anahtarlamada ayirma yapilmaz ama verinin dagitilacaginin da garantisi yoktur. Ag datay1
hizl1 bir sekilde transfer etmek i¢in “en iyi giiciinii(best-effort)” ortaya koyar. Datanin
transfer edilebilmesi i¢in paket adi verilen kiigiik parcalara boliinmesi gerekir. Herbir
paket kaynagin ve gidilecek yerin adresini igerir. Agdaki ara bilgisayarlar yonlendiriciler
olarak adlandirilir ve agda paketlerin kaynaktan ulagilmak istenen yere iletilmesi i¢in
kullanilirlar. Ayirma olmadigindan, bir¢ok kaynaktan paketler araya girebilir. Bu islem
istatiksel ¢oklama olarak adlandirilir ve istenen sayidaki bilgisayarin bilgilerini ayni anda
aralarinda degis-tokus etmesine izin verir. Paket anahtarlamali bir 6rnek sekil 1.2 de

gosterilmistir. Sekil 1.1 deki gibi A bilgisayar1 C bilgisayarina veri gonderiyor ve B



bilgisayarida D bilgisayarina veri gonderiyor. A’dan giden datalar siyah paketler olarak
B’den giden datalarda beyaz paketler olarak gosterilmistir. Paket anahtarlamali ag ile,
cesitli baglantilardaki paketler agm bant genisligi kapasitesini paylasirlar. Devre
anahtarlamali aglarin aksine, paketler diger baglantilardan bosta kalana kapasiteyi
kullanabilirler. Bunun yaninda variglarin orani yonlendiricilerdeki gonderme kapasitesini

arttirirlar, bir sira olusturulur, sikisma ve paket kayiplari olabilir.

Sekil 1.2. Paket — Anahtarlamalr ornek.

Baglantisiz sistemlerde, el sikisma yoktur. Bilgi gondericiden aliciya dogrulugu
onaylanmadan gonderilir, buda daha ¢ok mektubun yazilip posta kutusuna koyulmasi
islemine benzer. Baglantisiz sistemler posta servisi gibidir, gonderici ne zaman alindigini

veya alinip alinmadigini bilemez.

Internet baglantisiz servisleri UDP ile baglantiya yonelik servisleride TCP ile
saglar. TCP; email, veri dosyalar1 ve web sayfalar1 vb. i¢eren bir¢cok uygulamay1 transfer
icin kullanilir. Arastirmam dogrudan TCP ile ilgili oldugundan baglatiya yonelik servisler

tizerinde odaklanacagim.

1.2 TCP Tasimasi



TCP internetin baglantiya yonelik tasima servisidir. internet paket-anahtarlamali
oldugundan, TCP bilgiyi gonderilebilmesi i¢in TCP pargalarina (segmentlerine) boler,
bunlar daha sonra kaynak ve gidilecek yerin adreslerinide iceren paketlerde paketlenir.
TCP kaynakdan gidilecek yere giivenli bir sekilde dagitilacagina s6z verir. Giivenli bir
dagitimindan emin olmak igin tiim pargalar alici tarafindan dogrulanir (ACK gonderilir).
Gondericiden gonderilen her parca bir sira numarasi (sequence number) ile gonderilir.
TCP deki ACK’ler, sira numarasina sahip tiim byte’larin toplu olarak alindigint bildirmek
amaciyla kullanilir (ACK, alic1 tarafindan gondericiden beklenen sira numarasini tanitir).
Bir TCP gondericisi, bu ACK’leri kabaca, gonderilen fakat daha heniliz dogrulanmayan
datalarin kayitlarimi tutmak ve gonderilecek pencereyi (send window) hesaplamak igin
kullanir. Dagitim1 saglamak amaciyla, TCP alicis1 alinan her pargayi, hatali sirada alinan
sira numaralarindaki bosluklar dolduruluncaya kadar tamponda (buffer) tutmak

zorundadir.

TCP tarafindan gonderilen mesajlar keyfi biiyiiklerde gonderilir, ama alicinin bu
pargalar1 tutmak i¢in kullandig1 tampon siurlidir. Herbir ACK’da, alicinin tamponunda
ne kadar bos yer kaldiginin bilgisi vardir. Bu alicinin ilan edilen penceresi’dir. Alinan bu
pencere glincelleninceye kadar, gonderici burada bildirilen miktardan daha biiyiik verinin
gonderilmesine izin vermez (alicinin penceresinde hi¢ oda yoksa, yeni data gonderilmez).
Bu TCP akis kontroliinii (flow control) nasil saglamaktadir ? Akis kontroliiniin amaci
gondericinin, alicinin tampon kapasitesinin {izerinde veri gondermemesinden emin
olmasidir. Akis kontrolii i¢in gonderilen pencere, alicinin penceresinden genis
olmamalidir. Eger bir TCP gondericisi 6 parg¢aya boliinmiis bir mesaj gondermek istiyor
ve alicinin pencere bliylikliigii 3 parcaysa, gonderici ilk basta 1-3 arasindaki pargalari
gonderir, sekil 1.3. parca 1 icin ACK geri dondiigii zaman, 4. parcay1 gonderir. Bu islem 6

parc¢a da gonderilinceye kadar devam eder.



time 0

TCP send window

Lol 2] 31 [al|[s] [¢] ACK 2 returns
TCP send window

Ll_l |_3_| |L| |L| |L| L6_| ACK 3 returns

TCP send window

Ll_l |_3_| L3_| |L| |L| |L| ACK 4 returns

TCP send window

Sekil 1.3. TCP Gonderilecek pencere.

Gonderilen pencerenin biiylikliigii gonderici tarafindan transfer edilen datalarin
oranini yiiriitlir. Bunu gostermek icin Onceki Ornek farkli bir bicimde sekil 1.4 de
gosterilmistir. Paralel ¢izgiler gonderici ve aliciyr belirtirler, zaman ilerlemesi seklin
altinda gosterilir. Burada da alicinin penceresi 3 parcadir. Bir parcanin gonderilmesi ve
ACK’inin alinmasi arasindaki zaman gidis - doniis zamani (round-trip time, RTT) olarak
adlandirilir. 3 parcalik baslangic penceresi ile, TCP ilk 3 parcay1 arka arkaya gonderir. Bu
pargalar i¢cin ACK’ler yakin bosluklarla alinirlar. RTT; par¢a 1 in RTT’sini belirtir, ve
RTT; parca 4 iin RTT’sini belirtir. Bu transferin génderme oran1 RTT bagina 3 parcadir,
bundan dolayr her RTT’de ortalama 3 par¢a gonderilir. Daha genellestirirsek, TCP

gondericisinin orant,
Oran =w/RIT (1.1)
seklinde belirtilmistir. Esitlik (1.1)’de kullanilan w pencere biiytikliigiidiir.
Sekil 1.5°de bir paketin diismesi ve geri kurtarilmasinin 6rnegi gosterilmistir. Bu

ornek sekil 1.4 gibi 3 parcalik pencereyle baslar. Parca 2 ag tarafindan diisiiriiliir. Parca

3’lin alindisi, alicinin parga 2 istegi i¢in aynt ACK gondermesine sebep olur. Parga 2‘yi



isteyen ilk ACK alindiginda parga 2 geri doner (parca 1’in alindis1) ve TCP gdéndericisi bir
zamanlayici ayarlar. Bu 6rnek de, zamanlayicinin siiresi yeni bir veri isteginden once biter
(parca 2 den baska bisey), boylece gonderici parca 2 nin kayboldugunu varsayar. Pencere
Ol¢iisii 3 parca oldugundan, TCP parga 2’den baslayarak 3 parca gonderir. Bu gosterim
“Go-Back-N" olarak adlandirilan hata kurtarma yaklagimidir. Parca 2 alindiginda, parca
5’1 isteyen ACK gonderilir.

sender receiver
4

RTT, <

N

RTT, %

4 v
nme mme

Sekil 1.4. TCP Gonderme Oran.

Geciken ACK’ler : Esas olarak, TCP alicilar bir par¢a alindigi zaman, hemen bir ACK
gonderirler. Iki yonlii trafik ile, geciken ACK’lar, gondericiye geri génderilecek veri
oluncaya kadar beklemesine izin verir ve alict ACK’i veri pargalarinin sirtinda
gondericiye geri iletir. Eger ACK’ler ¢ok fazla gecikirse, gonderici parganin
kaybolmasindan siiphelenir. Bu gecikmeyi smirlandirmak icin, geciken ACK’ler bir
zamanlayic1 calistirir, genellikle 200 ms’ye ayarlanir. Zamanlayict dolmadan, eger
alicidan, gondericiye veri pargasit gonderilmemisse (ACK iizerinde), dogrulanmamis veri
vardir, hemen bir ACK gonderilir. Ayrica goze ¢arpan bir ACK esigi vardir, genellikle 2
parcaya ayarlanir, boylece, eger iki dogrulanmamis par¢a varsa hemen bir ACK

gonderilir.



sender receiver

data 4

timeout <

J’ A 4

time time

Sekil 1.5. TCP diisme ve geri kurtarma.
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BOLUM 2

TCP SIKISIKLIK KONTROLU

Glinliik yasantimizda hepimiz belli zamanlarda sikisma yasariz. Sikisma sadece
bilgisayar aglarinda degildir. Ornegin araba ile otoyola giriste, aligveris icin faturamizi
O0demekde vb. durumlarda sikigma yasayabiliriz. Bu orneklerdeki esas kural aynidir.
Kapidan gegmek isteyen varliklarin sayist kapimin kapasitesinden biiyiiktiir. Bilgisayar
aglarinda ise bir yOnlendiriciye gelen paketlerin sayisinin, yonlendiricinin islem
yapabilecegi sayidan biiyiik olmasidir, yada ¢ikisin girisden yavas olmasidir. Genellikle
yonlendiriciler, gelen paketlerin islem yapilincaya kadar saklandigi bir tampon ile
saglanir. Bir yonlendiricideki sikismada, tampon tasmasi yasanir, sonug olarak da paket

kaybolur.

2.1 Ag Sikigikligi

Interneti kullanan herkes gecikmeleri farketmistir. Web trafigi icin gecikmeler,
web sayfalarinin yavas yliklenmesine sebep olurlar. Ses ve video’larin oynatilmasinda,
gecikmeler bosluklara yada oynatilmasi sirasinda diizensizliklere neden olur. Bu
gecikmeler genellikle, yonlendiricilerde, gelen oran giden hat hizin1 asarsa, belli bir zaman

periyodunda olusan ag sikiskligr (network congestion) dan kaynaklanir.

Ag sikisikligi, internetin tasarlandigi paket-anahtarlamanin bir yan etkisidir.
Paket anahtarlama, farkli kaynaklardan verinin ayni yol boyunca iletilmesine izin verir.
Internette yonlendiriciler, paketlerin anlik alim orani dig-smir iletim oranindan biiyiikse,
paketleri tampona almak i¢in siralar kullanirlar. Bu siralar first-in/first-out (FIFO) yani ilk
giren ilk ¢ikar prensibine gore calisir ve smirli bir kapasiteleri vardir. Bir paketi
yonlendiricilerde tampona alindiginda, ilk 6nce daha onceden siralanan paketlerin

iletilmesini beklemek zorundadir. Siranin uzamasi yani sirada daha fazla paket olmasi,
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daha uzun sira gecikmesi demektir. Sira sinirli oldugundan, gelen paketler eger dolu bir
siraya ulastyorlarsa, sira tarafindan diisiiriiliirler. Internetteki ¢ogu sira “drop-tail” dir.

Yani, eger sira doluysa gelen paketler sadece diisiiriiliir.

Ag sikigikligi, yonlendiricilerdeki sonlu siralarin dlgtilerinin artmasina, er ge¢ bu
siralarin dolmasina ve gelen paketlerin diismesine sebep olurlar. Siradaki gecikmeler,
verinin gondericiden aliciya dagitilmasimi yavagga azaltir, uygulamanin performansi
kullanicinin farkedebilecegi kadar diiser. Paket diismeleri, TCP akislari i¢in &zellikle
problemdir. TCP sirali ve giivenli bir dagitim igin s6z verir, bdylece bir TCP paketi
diistirilirse, diisen paket aliciya ulasincaya kadar sonradan gelen paketler aliciya
dagitilmaz. Bir paket diistiigli zaman, TCP diismeyi tespit etmek ve kaybolan paketi
yeniden gondermek zorundadir. Bunlarin her ikiside zaman alir. TCP’nin giivenilirlik

ozelliginden dolayi, kay1p paketler son kullanici i¢in gecikmeyi arttirir.

Kullanicinin  amact paketlerini miimkiin oldugunca c¢abuk bir sekilde
gondermektir. Bunu yapmak i¢in baglanti yolunun kendi tarafi ve karsi tarafi arasindaki
en yavas parcgasina gore gondermelidir. TCP protokolii bir iletim penceresi (transmission
window) ile calisir. Bu Onceki gonderilen paketin ACK’i alinmadan gonderilebilecek
paketlerin sayisidir. Alict periyodik olarak kendi ilan ettigi pencereyi (advertised window)
gonderir . Bu alabilecegi paketlerin sayisidir. Sikismadan otomatik olarak kaginmak igin

iletim penceresinin secilmesi ve diizenlenmesi gerekmektedir.

Son nokta gibi, yonlendiriciler de sikigikliktan kaginmanin 6nemli parcasidir,
genellikle yonlendiricilerin, gelen paketlerin tutuldugu smirli tampon kapasiteleri vardir
ve bu bellek doldugunda sikisma olusur. Tampon doldugu zaman, yiikii azaltmanin tek
yolu paketlerin atilmasidir. Paketlerin atilmasi sikigiklig1 diisiirmek i¢in bir yoldur fakat
yeterli degildir. Paketlerin atilmas1 devamli sikisiklik icin etkili degildir ve dahast TCP
protokolii sikisikliga ek olarak kaybolan paketleri yeniden gonderir. Bundan dolay:
yonlendiriciler, herhangi bir sikisiklik durumunda son noktalara sinyal iletmelidir, boylece
iletim penceresi diiser. Bu sistemlerin gergeklestirilmesinde, bazi goriintiiler de dikkate
alinmalidir. Birincisi patlama ve devamli sikisiklik arasinda ayrim yapmaktir. Diger

goriintli ise kaynaklarin dagitiminda diirlist olmaktir. Sonu¢ olarak es zamanliliktan
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kacinmak icin, eger yonlendirici bir zamanda aniden fazla paketi isaretlerse, tiim
kaynaklarin oran1 ve agin performanst ayni anda dramatik bir sekilde diiser. Bu boliimde,

ayrica atilan paketlerin ¢esitli ve daha etkili yollarla nasil atildigini1 gorecegiz.

Bir TCP baglantisinin akisi, paketlerin korunmus bir sekilde iletilmesi ilkesine
dayanir. Sikisiklik kontrolii, bu kurali bozan yerleri bulmaya ve diizeltmeye c¢alisir.

Paketlerin korunmasinda yasanan basarisizliklarin sadece ii¢ nedeni olabilir.

1. Baglant1 dengeli degildir.
2. Gonderici, heniiz eski paket ayrilmadan yeni paketi géndermis olabilir.
3. Baglanti yolu boyunca kullanilan kaynak limitlerinden, denge saglanmamis

olabilir.

2.2 TCP’nin Gelisim Tarihi

TCP, ilk tanimlandigi 1974’den beri bir¢ok degisim geg¢irmistir. Sekil 2.1

TCP’deki anlaml1 gelismelerin zaman ¢izgisini gostermektedir.

2EC 760 RIFC 896: reports of
REC 761 congesnon Collapse TCP NewReno
Nag84 3
TCP/IP [Nag84] [FH99)
REC 813: TTCI';?]"“" TCP SACK
delayed ACKs [Jac [MMFR96])
[Cla82] TCP Tahoe
[TK88)
RFC 675: TCP
specification
- [ o\ -t o0 = - =
5 = ES = = = = =

Sekil 2.1. TCP 'nin geligimi
TCP sikigiklik kontroliinlin gelisimi i¢in yonetim problemi 1980’lerin ortasinda
sikisiklik ¢okmeleri (congestion collapse) ile ortaya ¢cikmistir. Sikisiklik ¢dkmeleri yeni
veri alinamadig1 ve kayip datalarin yeniden iletimi ile agin ¢ok yiiklenmesi durumunu
tanimlar. TCP, bir paket gonderildigi zaman bir zamanlayici ayarlayarak kayip parcalari

tespit eder. Eger paket alindigina dair ACK alinmadan 6nce zamanlayicinin stiresi dolarsa,
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paketin kayboldugu varsayilir ve bu sira numarasindan baslayarak tiim paketler yeniden
iletilirler (Go-Back-N). Bu sikisiklik ¢okmesinden once, TCP’de sadece akis kontrolii
gerceklestirilmisti. Ag da sikisma olustugunda ne yapilabilecegi ile ilgili hi¢ birsey yoktu.
Sikisiklik ¢okmelerine cevap olarak, TCP ig¢in sikigiklik kontrolii (congestion control)
algoritmas1 gelistirildi. Sira tastifi zaman olusan paket kaybindaki temel diisiince,
sikisikligin isaretidir. Paket kayiplar1 tespit edildigi zaman, gondericiler, gonderme

oranlarini diisiirmelidirler.

2.3 TCP Tahoe

Sikisiklik kontrolii i¢in ilk olarak TCP Tahoe gelistirilmistir ve esas TCP’den
farkli olarak bir¢ok degisiklik icermektedir. Yavas baslama (slow-start) fazi, sikisiklikdan
kacinma (congestion avoidance) fazi ve hizli tekrar iletim (fast retransmit) fazlarimni

icermektedir.

2.3.1 Yavas Baslama

TCP, paketlerin muhafaza edilmesi diigiincesini takip eder. Bir paket ag1 terk
edinceye kadar yeni bir paket gonderilmez (ACK geri donmeden). TCP Thaoe
tanitilmadan Once, baslangi¢ disinda paketlerin korunmasina uyulurdu. Baslangi¢da, yeni
par¢a gondermek icin dogrulanmig bir paket yoktur, bundan dolayr gonderici dolu bir
pencerenin degerini bir kere gonderir. Gonderici buna ragmen, agin bir seferde ne kadar
veri tasityacagini bilemez, bundan dolay1 siklikla olan patlamalar paketlerin

yonlendiricilerde diismesine izin verir.

Paket gonderen gonderici, paketlerin muhafaza edilmesi 6zelligine bakmak ve
aga yeni bir paket gondermek i¢in bir saat olarak ACK’leri kullanir. Bundan dolay1 alici,
paketlerin ag tlizerindeki alinmasindan daha hizli olmayacak sekilde ACK’ler olusturur.

Bu protokoliin kendi kendine saatli denetimidir (Self - clocking) [1].



14

Kendi kendine saat denetimli sistemler, otomatik olarak bant genisligi ve
gecikme ¢esitlerini ayarlarlar ve genis dinamik bir araliga sahiptirler. (800 mbps Cray
kanallardan, 1200 bps paket radyo linkine kadar) [1].

Saati (clock) baslatmak i¢in bir “yavas-baslama™ algoritmasi gelistirilmistir. Bu

algoritmada iletilen datanin miktar1 yavas yavas artmaktadir [1].

e Herbir baglant1 durumuna, bir sikisiklik penceresi (cwnd) eklenir.
e Basladiginda yada kay1ip sonrasi yeniden basladiginda cwnd bire ayarlanir.
e Herbir ACK’de cwnd bir paket arttirlir.

e Gonderirken, alicinin bildirilen en kii¢lik pencere ve cwnd’sini gonderilir.

- P

Cl="11)

Sender Receiver

LT N1 [
SN

W A

Sekil 2.2. Pencere akis kontrolii “kendi kendine saatli denetim”

Baglangigda (ve paket diistiikten sonra), paketlerin miimkiin oldugunca hizl bir
sekilde gonderilmesi yerine, ACK’in alicidan iki kat oraninda geri donmesi i¢in, yavas
baslama, aga giren paketlerin oranini sinirlar. TCP Tahoe sikisiklik penceresi (congestion
window , cwnd) tamtir. {lk basta bir pakete ayarlanir. Gonderilen pencere cwnd’nin en
kiigiigiine ve alicinin duyuru penceresine (advertised window) ayarlanir. Her ACK
alindiginda, cwnd bir paket arttirilir. Gonderilen pencerenin biiyiikliigli, géndericinin
gonderme oranini kontrol eder. (oran = w / RTT). Bu gonderme oranini arttirmak igin,

gonderici, cwnd penceresini arttirarak, gonderilen pencerenin degerini arttirabilir. Sikisma
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penceresinin ilk penceresindeki ilk paket dogrulanmadan 6nce, ilave datalarin aga transfer
olmasina izin verir. Sikisma penceresi sadece, alicidan datanin bagarili bir bigimde
dagitildigini belirten ACK alindiginda arttirabilir. Gonderici, ag sikigmasi tespit edilinceye

kadar cwnd’yi arttirir.

Sekil 2.3 yavag baslama isleminin bir 6rnegini gostermektedir. x ekseni zaman ve
y eksenide sira numarasidir. Kutular paketin iletimini gostermektedir ve sira numaralari
ile etiketlenmislerdir. Ornegi tutmak icin kutularin 1 byte’lik paketler oldugu varsayilir.
Kutularin tstiindeki numaralar, paketler gonderildigi zaman cwnd’nin degerini belirtir.
Noktalar gelen ACK’y1 belirtir ve en yiliksek sira numarasimnin y ekseni boyunca
merkezlenir. ACK’lar ayn1 zamanda x ekseni boyunca, alinan ACK tarafindan serbest
birakilan paketlerle merkezlenir. ACK’nin altindaki sayillar ACK’da tasman sira
numarasini belirtir (sonraki paketin sira numarasi alici tarafindan beklenir), ACK
numarasina tekabiil eder. Ornegin ilk nokta paket 1 in dogrulanmasidir ve alic1 paket 2’yi
almay1 bekler. Bundan dolay1 nokta y ekseninde konumlanmistir, noktanin altindaki 2 ile
paket 1 merkezlidir, bu da 2 nin ACK numarasinin ACK ile tagindigin1 gosterir. Sekil
1.8’de cwnd’nin ilk degeri 2 dir, bundan dolay1 0. zamanda paket 1 ve 2 gonderilir. Paket
1 icin ACK alindiginda, cwnd 3’e arttirilir ve paket 3 ve 4 gondeilir — paket 3 gonderilir
clinkii paket 1 dogrulanmistir, paket 4 de sikisma penceresini doldurmak i¢in génderilir.
Bundan dolayi, yavas baslama sirasinda, herbir ACK alindiginda, iki yeni paket

gonderilir.

Yavag baslamada, gondericinin sikigma penceresi her bir ACK alindiginda bir
parca arttirilir. Eger bir ACK, iki parcanin alindisin1 dogrularsa (geciken ACK da),
ACK’nin alindist tarafindan iki par¢a birakilir. Bir gdnderici, bir alic ile iletisim kurar ve
geciken ack’lar1 kullanmazsa, sekil 2.3 deki gibi herbir ACK alindig1 zaman iki parca
gonderilir (bir tanesi dogrulanan parga igin ve bir taneside artan cwnd i¢in génderilir). Bir
gonderici, bir alici ile iletisim kurar ve geciken ACK’lar1 kullanirsa, her bir ACK
alindiginda ii¢ par¢ca gonderir (iki tanesi dogrulanan ACK i¢in bir taneside artan cwnd

icin). Bu sekil 2.4’de gosterilmistir.
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Sekil 2.4. Geciken ack’larla yavas baslama

2.4 Gidis — Déniis Zamani (RTT)

Yavag baslama ile paket kaybetmedigimizi varsayarsak, belli bir zamanda sistem
bir iletim penceresi tarafindan belirtilen dengeye ulasir. Bu noktada, ACK alinmazsa,
sistemde bir basarisizlik olur, génderici paketi yeniden gonderir. Iletim ve ACK’in
alinmas1 arasindaki zamani gbéz Oniline almamiz gerekir ki bu zaman gidis doniis
zamamidir (RTT) . RTT nin temelinde, iletim ve ACK arasinda ge¢en zamanin kaydini

tutabilmek i¢in gonderici bir zamanlayici tanimlar (retransmission timeout, RTO). Eger
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zaman, tanimlanan zamani gecerse paket yeniden gonderilir. Zamanlayict igin iyi bir
zaman se¢mek ¢ok Onemlidir, aksi takdirde eger sec¢ilen deger cok diisiikse, yeniden
gonderme ¢ok fazla olur, ama paketler kaybolmaz. Eger ¢ok biiyiik olursa, baglantinin hizi
diiser. TCP de, M RTT’nin tahmini degeridir ve paketin son RTT degeri ve dnceki M

degeri ile birlikte hesaplanir.

veniM = a*eskiM+(1-a)*RTT (2.1)

Esitlik (2.1)’de belirtilen a i¢in 0.9 iyi bir degerdir. RTO se¢ilmis olmalidir, 6rnegin f =
2 icin f*M degeri. Bir RTO igerisinde bir ACK alinmadig1 zaman, paketin kaybedildigi
diisiiniiliir. Esik degere ulasildiginda sikisiklikdan kacinma baglar, pencere listel olarak

artma yerine dogrusal olarak artar [2].

2.5 Sikigiklikdan Kaginma

Paketlerin kaybolmasinin iki nedeni vardir, iletisim sirasinda zarar gérmeleri
veya iletim yolunda bulunan bazi yerlerdeki tampon kapasitesinin yetersizliginden olusan
ag sikisiklaridir. Ag yolunda paketlerin zarara ugramasindan dolay1 olan kayiplar ¢ok

azdir (<< %]1), paketlerin kaybolmasinin en biiyiik nedeni agdaki sikigikliktir [1].

Sikigikliktan kaginma stratijisinin iki bileseni vardir; ag sikismanin oldugu son
noktaya sinyali iletmek zorundadir ve son noktalarinda sinyal alindig1 zaman kullanimi

azaltacagi, sinyal alinmadig1 zaman kullanimu arttiracagi bir politikast olmalidir [1].

Eger paketler her zaman sikismadan dolay1 kayboluyorsa ve zaman asimida
genellikle paketlerin bu sekilde kaybolmasindan olusuyorsa, “sikisik ag” sinyali i¢in de iyi
bir adayinmz vardir. Ozellikle dzel bir degisiklik (paket basligina yeni bir bit eklenmeden)

olmadan, bu sinyal tiim varolan aglar tarafindan otomatik olarak dagitilir [1].
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Diger bir sikisiklikdan kacinma stratejisi, son diigiim hareketidir. Dogrudan
birinci-derece zaman-serisi ag modeli tarafindan izlenir. Bu model, ag yiikiiniin, baz1
uygun uzunluklarin smirlandirilmis araliklari {izerindeki ortalama sira uzunlugu ile
ol¢iildiiglinti sdyler. i araligindaki ytik L; ise, L; 6rnek alinan zamanla karsilastirildiginda

degistini s0yleyen, sikisik olmayan bir ag modellenir [1].

L,=N (2.2)

N sabittir. Eger agda sikisiklik s6z konusu olursa, bu sifirinct dereceden model calismaz.
Ortalama sira uzunlugu iki terimin toplami olur, yukaridaki /V esas gecikme ve yeni agin
ortalama gelisi olarak kabul edilir, yeni terimde son zaman araligindan ayrilan ve bu

trafigin etkisinin bir boliimii olarak kabul edilir. Ornegin irkilmis yeni iletim,

Ll‘ =N +’YLi_1 (23)

seklinde tanimlanir [1]. Bunlar L(?) nin Taylor serisi agilimdaki ilk iki terimidir.

Ag sikistigt zaman, Yy genislemek ve sira uzunlugu iistel olarak artmaya

baglamalidir. Eger trafik kaynaklar1 en az siranin artmasi kadar ¢abuk biiyiirse sistem
kararl olabilir. Bir kaynak yiikii pencere — tabanli bir protokolde, pencere biiytikliigliniin

(W) ayarlanmasi ile kontrol eder [1]. Sikisiklik durumunda,

Wi=dWi, (d<1) (2.4)

seklinde tanimlanir.

Eger sikisma yoksa, y sifira yakin olmak zorundadir ve yiik hemen hemen
sabittir. Ag , talep fazla oldugunda, kaybolan bir paket yoluyla, bu durumu bildirir. Eger
baglanti, paylasimdan daha az kullaniyorsa hic¢ bir sey sOylemez. Bundan dolay1 bir
baglanti o anda ki limiti bulmak i¢in bant genisliginden daha fazla faydalanmalidir.

Ornegin, aym ag yolunu baska birisi ile paylastyorsunuz ve bir noktada birlestiniz ve
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varolan bant genisligi yar1 yariya paylastirildi. Daha sonra kars: taraftaki kisi baglantisini
kapatti. Eger siz pencere biiyiikliigiiniizii arttirmazsaniz bant genisliginin %50’ si bos yere

kullanilmamis olacaktir. Burada nasil bir arttirma politikasi izlenmelidir ?

En iyi arttirma politikasi, pencere Olciisiinde kiiciik, sabit degisiklikler yapilarak
bulunmustur. Sikisiklik yokken ,

I/Viz VVi—] +u (M<< Wmax) (25)

seklinde tanimlanir ve W, hattin bant genisligidir.

Onceki, sikisma kontrol algoritmasi sesi miithisdir. Ama bu degildir. Yavas

baslama gibi, kodun ii¢ satiridr.

e Herhangi bir zaman asiminda simdiki cwnd yariya diisiiriiliir (carpimsal diisiis).
e Yeni bir veri i¢in gelen her bir ACK’de cwnd, //cwnd kadar arttirilir (katkilr artig).

e Gonderirken, alicinin bildirdigi en kiigiik pencere ve cwnd gonderilir.

Bu algoritma sadece sikisiklikdan kaginma igindir. Daha 6nceden tanimlanan
yavas baslamay1 icermez. Paket kaybolmasinda, sinyal sikismasinda yeniden baglatilir. Bu
yukaridakilere ek olarak kesinlikle yavas baslamaya ihtiya¢ vardir. Ciinkii sikisiklikdan
kacinma ve yavas baglama bir zaman asimi ile tetiklenir ve her ikiside sikigiklik
penceresini (cwnd) etkiler. Bunlar siklikla karistirilir. Aslinda tamamen farkli ve bagimsiz

algoritmalardir [1].

TCP’deki sikigiklik kontroliiniin amaci ag sikismasina tepki verirken varolan
tim kaynaklarin kullanilmasini saglamaktir (6rnegin yonlendiricilerin siralarindaki
tampon bellek bosluklari). Varolan bant genisliginin miktar1 bilinen bir miktar degildir,
akiglarin girip ayrilmasina gore degisir. TCP, varolan ek bant genisliklerini, sikisma tespit
edilinceye kadar gonderme oranini diizenli olarak arttirmak icin arastirir. Agda olusan

sitkismanin tek bildirisi paketlerin kaybedilmesidir. Diisiiriilen paketler disardan
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bilinemez, yonlendirici gdnderir, bdylece gonderici paketin kayboldugu ve hangi paketin

kayboldugunun sonucunu ¢ikarir [3].

Sikismadan kaginmada, dogrusal bir sekilde artan iletim orani ek bant
genisliklerini siki bir sekilde arar. TCP Tahoe’de, gonderici yavas baslama ile baglar ve
sonradan sikigiklikdan kaginmaya gecis yapar. TCP Tahoe, ssthresh isimli, yavas
baslamadan sikisiklikdan kaginmaya gecis i¢in esik degerini belirten bir degisken ekler.
cwnd >ssthresh oldugunda, yavas baslama sonlanir ve sikisiklikdan kagimma baglar.
Buradaki diistincede her bir RTT’de, cwnd biiyiikliigiindeki bir pencere ile TCP
gondericisi en fazla cwnd alir, bu sonuglardan bir sikisma penceresi, her RTT de en fazla

bir paket artar. Bu dogrusal artig, her RTT de iki kat1 artan yavag baslama ile ¢eligir [3].

Sekil 2.5 sikigiklikdan kaginma islemini gostermektedir. Tekrar, cwnd’ nin ilk
degeri 2 dir, bundan dolay1 iki paket iletisimi baglatmak igin gonderilir. Burada
ssthresh‘in ilk degeri de 2°dir. cwnd >= ssthresh oldugundan, sikisiklikdan kaginma
etkindir. Paket 1 icin ACK alindigi zaman, cwnd , 2.5 olur (2+1/2) ve paket 1 ag1
terkettiginden bir paket gonderilir. paket 2 icin ACK alindiginda, cwnd 2.9 olur (2,5 + 1
/ 2.5). Tekrar, agda goze carpan sadece iki paket tutmak icin, bir paket gonderilir. paket 3
icin ACK alindig1 zaman, cwnd 3’den biiyiik olur, boylece iki paket gonderilebilir [3].
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Sekil 2.5. Sikisikliktan kaginma
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Sekil 2.5’la karsilastirildiginda, sekil 2.6, geciken ACK kullanildigindaki

sikisikliktan kaginma operasyonunu gosterir [3].
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Sekil 2.6. Geciken ack’lar ile sikisiklikdan kaginma.

2.5.1 Yonlendiricilerde Sikigiklikdan Kaginma

Son nokta gibi, yonlendiriciler de sikisikliktan kaginmanin 6dnemli bir pargasidir.
Genellikle yonlendiricilerin, gelen paketlerin tutuldugu sinirli tampon kapasiteleri vardir
ve bu tampon doldugu zaman sikisma olusur. Tampon doldugu zaman, yiikii azaltmak i¢in
tek yol paketlerin atilmasidir. Paketlerin atilmasi sikisikligi diistirmek i¢in bir yoldur fakat
yeterli degildir. Paketlerin atilmasi devamli sikisiklik igin etkili degildir ve dahast TCP
protokolii sikisikliga ek olarak kaybolan paketleri yeniden gonderir. Bundan dolay1
yonlendiriciler, herhangi bir sikigiklik durumunda son noktalara sinyal iletmelidir, boylece
iletim penceresi diiser. Bu sistemlerin gergeklestirilmesinde, bazi1 goriintiiler hesap icine
alinmalidir. Birincisi patlama ve devamli sikisiklik arasinda ayrim yapmaktir. Diger
goriintli ise kaynaklarin dagitiminda diirlist olmaktir. Sonu¢ olarak es zamanliliktan
kacinmak i¢in eger yonlendirici bir zamanda aniden fazla paketi isaretlerse, tiim

kaynaklarin oran1 ve agin performansi ayni anda dramatik bir sekilde diiger.

2.5.1.1 Rastgele Erken Diisiirme
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Bu sistemin temeli, siranin uzunlugu belli bir esik degerini gectigi zaman,
paketlerin rastgele atilmasi temeline dayanir. Bu algoritma patlamis trafikleri ayiramaz.
Basitce goriildiigii gibi, bu algoritma es zamanliliga da liderlik eder, ¢iinkii, aniden sira
uzunlugu esik degerine ulastifi zaman herhangi bir dikkat gdzetilmeksizin tiim paketler
diisiiriiliir. Es zamanlilikdan ka¢inmak i¢in paketlerin atilmasi iglemi kademeli olarak, az

ile baslanip sonra arttirarak yapilmalidir.

2.5.1.2 Rastgele Erken Tespit Etme (Random Early Detection - RED)

Sikismadan korunmak i¢in en ilging algoritmadir. Paketlerin diisiiriilmesi
yolunda erken diisiirmeye benzer, esik degerinin iizerine ¢ikildigi zaman biraz daha

karmasgiklasir [2].

Tanimlanan bazi degiskenler; avg, siranin ortalama uzunlugu, minimum ve
maksimum esik degerleri ve pa, paketlerin diisiiriilme olasiligidir. Bu algoritma su sekilde

calisir [4],

Her gelen paket icin avg hesaplanir.

pa hesaplanir
e minimum < avg < maksimum ise paket pa olasilig1 ile atilir.

e Eger avg maksimum dan biiylikse paket atilir

Bazi goriintiiler bu algoritma ile ilgilidir. Ortalama uzunluk, onceki degerlerin

formiilde hesaplanmasi ile bulunur [4].

veniAvg= (1-w)eskiAvg+w*q (2.7)

g, o andaki sira Ol¢iisii, w de bir agirlik faktoriidiir. w’nin se¢imi dnemlidir ¢iinkii eger ¢cok
kiigiik olursa avg de degisimler ¢cok yavas olur ve sikigmalar tespit edilemez. Eger cok
bliylik olursa avg de degisimler ¢cok hizli olur ve patlayan trafikler (bursty traffic) sikisma

gibi diisliniiliir. Ortalama sira uzunlugunun kullanilmasiyla, patlayan trafiklerin sikisma
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gibi tespit edilmesi onlenmis olur. avg nin hesaplanmasinda periyod da hesaba katilir, bu

periyod da sira bos oldugu zaman belli sayida bir paketin iletildigi varsayilir [2].

pa sabit bir deger degildir, avg nin temel hesabinda ve daha 6nceki pa degerleri
kullanilir ve sira uzunlugu arttik¢a yavas yavas artar. Bu es zamanlama dan kaginmak i¢in
kullanigh bir yontemdir, sikisikligin diistiigii kadar uzar, az sayida paket atilir; sikigiklik
arttigit zaman paketlerin diisme olasiligt daha fazladir. Sonug¢ olarak sikisiklik ¢ok

yiiksekse tiim paketler atilir [2].

Minimum ve maksimum se¢imi tampon uzunluguna ve elbetteki gelen trafigin
tiiriine baghdir. Minimum ve maksimum arasindaki fark es zamanliliktan kaginmak igin
yeterince biiylik secilmelidir. Ciinkii, eger ¢ok kiigiikse sistem tiim paketleri, sikisma
yogun olmadan, erkenden atmaya baglar. Kural olarak onerilen maksimum = 2*minimum
dir [4]. Ayrica minimum yeterince genis sec¢ilmelidir ki bant genisliginin kullanilmasi

maksimuma ¢ikarilabilsin [2].

Sonunda, dikkat edersek RED dahili olarak yiiksek yiiklii baglantilar1 ve diisiik
yiiklii baglantilar1 ayirmaktadir, aslinda belli bir olasilikla paketlerin atilmasiyla agir yiikli
baglantilar i¢in paketleri atanlarin sayisi hafif yiiklii baglantilarinkinden daha genistir. Bu

da kaynaklar1 daha dogru ayirmamiz konusunda yol gdsterir [2].

2.6 Hizli Tekrar iletim

Parcalarin kayboldugu yada yeniden gonderilmesini gerektiren durumlarin tespiti
icin TCP bir zamanlayici kullanir. Bu tekrar iletim zaman asimi (RTO) zamanlayicist her
zaman bir veri paketi gonderilecek diye ayarlanmigtir (eger zamanlayici heniiz
ayarlanmamigsa). Yeni bir data i¢in ACK alindiginda RTO bastan baslar. Eger yeni bir
kayit icin beklenen ACK’den 6nce RTO’nun siiresi dolarsa, en eski dogrulanmamis
paketin kayboldugu ve yeniden iletilecegi diisiiniilir. RTO zamanlayicist RTT nin 3-4

katina ayarlanir, boylece geciken paketler gereksiz yeniden iletimlere sebep olmazlar.
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TCP Tahoe’de sikisiklikdan kaginma eki ile RTO’nun siiresi dolarsa, 1/2 cwnd, sstresh da
saklanir ve cwnd 1 pargaya ayarlanir. Bu noktada cwnd < sstresh, bu bir zaman asimi ile

yavas baglamaya donmektir [3].

TCP Tahoe, paket kayiplarini tespit edebilmek i¢in daha hizli bir yol ekler ve bu
hizli tekrar iletim (fast retransmit) olarak adlandirilir. TCP Tahoe’den Once, parca
kayiplarimi tespit etmenin tek yolu RTO’nun siiresinin dolmasiydi. Bir alic1 sirali olmayan
bir paket goriir gérmez, alinan son sirali paket i¢in bir ACK gonderir. Gonderici, sadece
paketlerin yeniden siralanacagindan ¢ok kayip paket oldugunu ifade etmek icin aym

ACK’nin ii¢ tane tekrarlanan alindisini kullanir [3].

Sekil 2.7 TCP Tahoe hizli tekrar iletimi gostermektedir. Bu sekil, sekil 2.3’iin
devamidir ve paket 9’un kayboldugundaki durumu gostermektedir. Paket 7 icin ACK geri
dondiigiinde, paket 15 ve 16 gonderilir ve cwnd 9’a ¢ikar. Paket 8 icin ACK alinirsa, cwnd
10’a ¢ikar ve paket 17 ve 18 gonderilir. Ama paket 9 ‘un ACK s1 alinmazsa, paket 10’un
ACK’s1 paket 8 in tekrarlanan ACK’sidir. Sikigsma penceresi, tekrarlanan ACK’lar
alininca, degismez. Tekrarlanan ACK’lar geri donmeye devam eder. Ugiincii tekrarlanan
alindiginda, hizli tekrar iletim girilir. Paket 9 kayboldugu varsayilir ve hemen gonderilir.
Bu noktada, cwnd , 1 pakete diisiiriiliir. Tekrarlanan ACK’lar alinmaya devam eder ama
gonderilen data paketi olmadigindan cwnd de degisiklik yapilmaz. Kaybolan paketin
basarili bir sekilde alindigina dair ACK gelirse, cwnd 2’ye ¢ikarilir ve paket 19 ve 20

gonderilir. Bu noktadan yavas bagslama normal olarak baglar [3].

Hizl1 tekrar iletimi kullanmanin avantaji, kaybolan parcanin tespiti icin ihtiyag
duyulan zamani diistirmesidir. Hizl1 tekrar iletim olmadan, kayiplar1 tespit etmek icin
RTO’nun siiresinin dolmas1 gerekmektedir. Akislar i¢in genis sikisma pencerelerine sahip
olmak, ii¢ tane tekrarlanan ACK’nin tetiklemesiyle, ¢coklu ACK’larin bir RTT igerisinde
tipik olarak alinmasidir. Kayip bir parganin tespit edilmesi bir RTT den daha az siirededir.
Bu yolda, hizli tekrar iletim, veri gonderilemedigi sirada uzun zaman asimlarindan

kacinmaya izin verir [3].
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2.7 AIMD

TCP Tahoe’'nin TCP’ye en biyiik katkisi AIMD (additive Increase /
Multiplecative Decrease) pencere diizeltme algoritmasidir. Eklemeli artis w(t+1) = a +
w(t) olarak tanimlanir. w(?), bir RTT zaman biriminde ¢ zamaninda parcalarda o andaki
sitkisma penceresinin Olgiisiidiir. Sikisiklikdan kaginmada, o = 1 dir. Her ACK
alindiginda, sikisma penceresi / / w(?) kadar arttirilir, sonu¢da bir RTT’de en fazla bir

paket arttirabilir. Carpimsal diisiis ise w(t+1) = pw(t) olarak tanimlanir. TCP Tahoe’de, f

= 0.5°dir, ssthresh de geri iletim sirasinda 7 cwnd ye ayarlanir [3].
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Sekil 2.7. TCP Tahoe hizli tekrar iletim

2.8 TCP Reno

1990 yilinda Van Jacobsen TCP Tahoe’ye hizli diizeltme (fast recovery) adi
verilen yeni bir 6zellik ekledi. Hizli diizeltme ile TCP Tahoe, TCP Reno olarak bilinir. Bu

aslinda Internet {izerinde TCP’nin standardi olarak kabul edilir [44].
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2.8.1 Hizl Duzeltme (Fast Recovery)

TCP Tahoe’de oldugu gibi, eger parcanin tekrarlanan ACK’1 ii¢ kez alindiysa, o
par¢anin kayboldugu varsayilir. Parganin kayboldugu ii¢ kez tekrarlanan ACK yoluyla
tespit edilirse, yavas baslama yerine hizli diizeltme (fast recovery) devreye girer. Hizli
diizeltmede, ssthresh, 1/2 cwnd ye ayarlanir (AIMD algoritmasina gore), ve cwnd ise,
ssthresh + 3 olur. Her bir ek tekrarli ACK alindiginda, cwnd, yavas baslamadaki gibi bir
parga arttirilir. Yeni pargalar cwnd izin verdigi siirece gonderilebilir. Geri iletilen parca
icin ACK alindiginda, cwnd tekrar ssthresh’e ayarlanir. Kayip parca bir kez
dogrulandiginda, TCP hizli diizeltmeden ayrilir ve sikismadan kag¢inmaya (congestion
avoidance) geri doner. Eger cwnd Onceden genisse, cwnd yariya bollinlir ve cwnd 1
parcaya disiiriilmek yerine sikigiklikdan kagmmaya gegilir ve yavas baslamaya geri
doniiliir, gondericiye varolan bant genisligini sikica aragtirmasi i¢in izin verir ve cwnd nin
onceki degerine yaklasma sansi ag siralarindaki tagmanin sansi, yavas baslama

kullanmakdan daha azdir.

Sekil 2.8 hizli tekrar iletim ve hizli diizeltmeleri gostermektedir. Bu durum sekil
2.7’ye ¢ok benzemektedir. Parca 9 kaybolur, hizli tekrar iletim de belirtildigi gibi yeniden
iletilir. Hizli diizeltmeye gore, cwnd 1’e disliriilmiiyor ama 8’e degistiriliyor (cwnd
yarisina yani 5’e diiser ama sonra herbir tekrarlt ACK alindiginda , 3 arttirilir). Hizl tekrar
iletimden sonra iki yada daha fazla tekrarli ACK alinirsa, bunlarin herbirisi i¢in, cwnd
arttirtlir. Bundan dolay1 cwnd 10°dur ama gonderilecek ilave parca yoktur, ¢linkii TCP
gondericisi, gonderilecek parcayr 10 olarak bilmektedir. Parga 15 alindiginda, alindisi
olarak ACK gonderildiginde, cwnd tekrar arttirilir. Bundan dolayr cwnd simdi 11°dir,
daha fazla par¢a gondermek icin bos yer yoktur ve par¢a 19 birakilir. Bu parca 9’un geri
iletilmesi dogrulanincaya kadar devam eder. Bu olursa cwnd 5’e geri doner (kayip tespit
edildiginde sikisma penceresinin yarisi) ve sikisiklikdan kaginma girilir ve normal olarak

isletilir.
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Sekil 2.8. TCP Reno hizli tekrar iletim ve hizli diizeltme

Yukaridaki ornekte goriildiigii gibi, hizli diizeltme ayrica yavas baslamadan,
sikisiklikdan kaginmaya bir gecis saglar. Eger bir gonderici yavas baslamadaysa ve ti¢
tekrarli ACK ile kayip parca tespit ederse, kayip yerine koyulduktan sonra, sikismadan
kacinmaya girilir. TCP Tahoe’deki gibi, sikismadan kaginma ayrica cwnd > ssthresh
oldugunda girilir. Bir ¢ok durumda, ssthresh ’in ilk degeri genis bir degere ayarlanmasina

ragmen parg¢a kayb1 genellikle sadece sikisiklikdan kaginmaya gegisi tetikler [45].

TCP Reno, tek bir hizli iletim ve hizli diizeltme fazlar1 boyunca sadece bir
parcanin diizeltilmesi ile sinirlidir. Ayni pencerede ek bir parca kaybi parcalar yeniden
iletilmeden 6nce RTO’nun zamaninin dolmasini gerektirebilir. Bu istisna, girilen hizli
diizeltme iizerinde cwnd 10 pargadan biiylik oldugunda , géndericinin bir zaman agimi1
tecriibesi olmadan diizeltmek i¢in iki parganin kaybimna izin verir. Hizli diizeltme
sirasinda, gonderilmis olan yeni pargalardan birisi ilk hizli diizeltme tamamlandiktan
sonra kaybolabilir ve {i¢ tekrarli ACK ile tespit edilmis olabilir. Bu durumda TCP Reno,
yerine gecmede (succession) iki kez hizli diizeltmenin girilmesiyle kayip iki parcadan

diizeltilebilir. Bu cwnd nin etkin bir sekilde iki RTO’da azaltilmasina sebep olur.
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2.9 Secici Alindi Bilgileri

TCP yiiritme standartlarina son eklenenlerden biri segici alindi bilgileridir
(SACK). SACK, kayiplar1 kurtarmak ve gondericiye, pencerede ¢ok sayida kayiplarin
olmasi durumunda kisimlarin diisiiriilmesinde yardimci olmak i¢indir. SACK opsiyonu,
son zamanlarda alinan verilerin bitisik bloklarinin 6zellestirilmesini yapan 4’e kadar
cikabilen (yada RFC 1323 zaman sayaci opsiyonu kullanilirsa 3) SACK bloklar1 igerir.
Her bir SACK blogu alicilarin tuttugu verinin dizisini sinirlandiran iki sira numaradan
olusmaktadir. Alict ACK opsiyonuna SACK opsiyonunu ekleyebilir. O da SACK’i
secilebilir hale getiren gondericiye tekrar geri gonderir. SACK bloklarindaki bilgiyi
kullanarak gonderici hangi kisimlarin kayboldugunu ifade edebilir (kaybolan kisimlardan
3’e kadarindan bitisik olmayan bloklar1). SACK opsiyonu belirli bir igleyis sirasinin
disindaki kisimlar alindiktan sonra olusan ACK iizerinde gonderilir. Bir SACK
opsiyonuna 3 SACK bloguna izin vermek, herbir SACK blogunun en az 3 ACK iginde
iletilmesini saglar. Bu da ACK’in yiiziinde ding¢ligin kaybolmasina sebep olur. SACK
RFC sadece SACK opsiyonunu o&zellestirir ve SACK opsiyonunda verilen bilginin
gonderici tarafindan nasil kullanmasi gerektigine karismaz. Etkili veri kurtarma [42] igin
SACK opsiyonunu kullanarak bir metod sunulmustur. Bu metod Fall ve Floyd [43]
tarafindan SACK’in yiiriitiilmesi iizerine kuruludur. SACK kurtarma algoritmasi sadece 3
cift ACK alicisindan girilerek sadece bir kere hizli bir sekilde isletir. SACK kullanimi
gonderdigi kisimdan tekrar ilettiginde TCP’ye bildirileri ¢ézmesi i¢in izin verir. Bunu
yapmak i¢in SACK TCP’ye iki degisken ekler, skor tahtas1 (géndermesi gereken kisimlar)

ve hat bant genisligi (kistmlar1 gonderecegi zaman).

Skor tahtasi, SACK tabanli bilginin hangi kisimlarinin kaybedildigini kayit eder.
Skor tahtasindaki kisimlar en yiiksek toplam degeri gecen biitiin siradaki numaralara
sahiptir. Hizli kurtarma boyunca, borudaki veri’nin biiyiik bir cogunlugu onaylanmamustir.
Her seferinde kisim gonderilir, boru artirilir. Cift ACK, yeni bir verinin alindigim
s0yleyen SACK blogu ile birlikte yerine ulasir ulasmaz borunun degeri azaltilir. cwnd —
boru > 1 oldugu durumda, gonderici hem tekrar ileti génderir hemde yeni bir veri iletir.

Gondericiye veri gondermesi i¢in verildigi zaman, ilk 6nce skor tahtasina bakar ve
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alicidaki bosluklarin doldurulmasinda gerekli olan kisimlari gonderir. Gerekli olan
kisimlar yoksa gonderici yeni veri iletimi yapar. Hizli kurtarmanin basindaki

onaylanmamuis veriler onaylandig1 zaman gonderici hizli kurtarmayi birakir [3].

2.10 TCP NewReno

Hizli kurtarma stiresince, TCP Reno zaman agimina ugramadan sadece kaybolan
bir kistmdan kurtarma islemi yapar. Cift ACK tekrar olustugu siirece, gonderici ag’a yeni
kisimlar gonderir fakat hizli kurtarma kaybolan kisim i¢in ACK alinana kadar olmaz.
Sadece yeniden ileti herbir kurtarma periyodu boyunca gonderilir. RTO siire dlgerin
stiresinin dolmasiyla ¢ok sayida yeni ileti tetiklenmis olur. TCP NewReno, gdndericinin
bir kisstm ACK [46,47] alindiktan sonra hizli kurtarmaya devam ettigi yerde, non-SACK-
enabled TCP Reno olarak degisir. Bir kisstm ACK alind1 bilgileri, kisimlar kaybolmadan
tespit edilir. Bir kissm ACK alindist ile, gonderici alicinin bekledigi diger bir kismin
kayboldugunu ifade eder. TCP NewReno tek bir hizli kurtarma boyunca gondericinin
birden fazla kismi gondermesine izin verir. Fakat sadece bir kayip kisim her bir RTT

tarafindan yeniden iletilebilir.

Yakin zamanda yapilmis bir ¢calisma, TCP NewReno’nun Internet Web sunuculari

[48] 6rnegi icin en popililer TCP versiyonun oldugunu belirtmektedir.

2.11 TCP Eslestirmesi

TCP Reno’daki agin tikanikliginda tek gosterge TCP’nin en sik uygulamasi olan
kistm kaybidir. TCP host’larinda kayip kisimlar agikca ydnlendiriciler tarafindan
belirtilmezler. Fakat, kayiplar1 belirtmek i¢in zaman asimina ve ¢ift alindi bilgisine
giivenmelidir. TCP tikaniklik kontroliindeki tek problem, kisim kaybi olduktan sonra

gonderme oranint diislirmesidir. Aragtirma mekanizmast olan cwnd’yi veri kaybi
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olusuncaya kadar artirmakla, TCP ek bant aralig1 ararken siranin tagmasina sebep olabilir.
Ek olarak, TCP’nin sikigiklik sinyali ¢ift koddur. Hem ACK doner ve TCP cwnd’yi artirir
hemde kisim kaybi tespit edilir ve cwnd biiylik olglide azaltilir. Boylece TCP tikaniklik
kontrolii veri kurtarma icin kendi mekanizmasina baglamir. Ideal sikisiklik kontrol

algoritmasi sikigiklig1 tespit edebilmelidir ve kisim kaybi olmadan reaksiyon vermelidir.

Yonlendirici tampon bellekleri tasmadan 6nce tikaniklig1 tespit etmek i¢in iki
ana yaklasim vardir, u¢ uca metodu ve yonlendirici tabanli mekanizmayi kullanmak. Aktif
sira yonetimi(AQM) gibi yonlendirici tabanli mekanizmalar, drop-tail ydnlendiriciler
problemdir fikriyle ortaya c¢ikmistir. Bu mekanizmalar paketler diisiiriilmeden once
sikigiklik oldugunda yonlendiricilere degisiklik yaparlar ve boylece gondericileri uyarirlar.
Ug uca yaklagimlar drop-tail siralama mekanizmasindan daha ¢ok TCP Reno’da degisiklik
yapmak iizerine yogunlagsmislardir. Bu tiir bir ¢ok yaklasim ug uca 6l¢timleri kullanip ag’1
goriintiileyerek TCP Reno’dan daha 6nce tikaniklig1 tespit etmeye ve reaksiyon vermeye
caligir (6rnegin, kisim kaybolmasi olmadan once). Teorik olarak sikisik yonlendiriciler,
sikigiklik oldugu zaman sikisikligi anlamak i¢in en iyi pozisyonda olduklarindan, AQM en
iyl performansi vermektedir. Karmasiklik iceren AQM metodlar1 kullanmak ve agda
yonlendiricileri degistirmeye ihtiyag duymak sakincalardir. Yaklasimim yonlendirici
tabanli mekanizmalara performans kolaylig1 saglamaya calisgan u¢ uca metodlarina

bakmaktir.

Sikisikliklart erkenden tespit ederek ve kisim kayiplarindan kaginarak akisin tek-
yol iletim sayis1 bilgisi TCP sikisiklik kontroliinde kullanilabilir. Baglantinin ileri dogru
aldig1 yolda OTT gondericiden aliciya biitiin baglantilar1 dondiiren ve yayilma ve dizi
gecikmesi olan bir zamandir. Diziler tagmadan 6nce yonlendiriciler de toplanirlar, artan
OTT ile sonuglanirlar. Biitiin gondericiler OTT lerdeki degisiklikleri dogrudan dlgerlerse
ve OTT sikisikligin olustugunu belirttiginde diiserse, tikaniklik hafifleyebilir.
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BOLUM 3

AKTIF SIRA YONETIMI

Aktif sira yonetimi (Active Queue Management - AQM), bir yonlendirici tabanh
sikisma kontrol mekanizmasidir, burada bir yonlendirici sira uzunlugunu goriintiiler ve
paketlerin siraya nasil alinacagina karar verir. Geleneksel yonlendiriciler bir drop-tail
politikas1 kullanirlar, bu mekanizmada eger sira dolu degilse paketler siraya almirlar.
Bundan dolay1 bir drop-tail yonlendirici sadece siranin dolu olup olmadigina bakar. AQM
yonlendiricileri, sira dolmadan 6nce potansiyel olarak paketleri diisiiriir. Bu aksiyonlar,
paketler diisiiriildiigii zaman génderme orani azaltilan, TCP Reno gibi, ag trafiginin biiyiik
kisminda kullanilan bir sikisma kontrol algoritmasi ile yapilan temel varsayimlara dayanir.
Birgok AQM algoritmasi nispeten daha kii¢iik siray1 devam ettirmek icin tasarlanir ama
paketleri siraya koymak i¢in paketleri diisiirmeden kisa patlamalara izin verir. Siray1
kiigiik tutmak amaciyla “erkenden” siklikla bir¢ok paket diisiiriiliir, yani sira dolmadan

once. Kiiglik bir sira, paketlerin diismeden daha kii¢iik gecikmelerle sonug¢landirir [3].

TCP’nin simdiki versiyonlart sikigmanin gostergesi olarak kayiplara giivenir.
Acikca, eger birisi kayiplarin diigiik seviyedeki kayiplarda ag1 isletmek isterse, bu istenen
bir durum degildir. Diger taraftan, kayiplar sikismanin iyi bir gostergesidir ve az veya hig
stkisma olmayacagina, sikisma kontrol karari i¢cin agdan bagka sinyallere ihtiya¢ duyar.
Son zamanlarda, agdaki sikismanin yakin zamanda, kaynaklara erken bildirmek i¢in kesin
sikigma bildirisi (Explicit Congestion Notification, ECN), onerilmistir. ECN isaretlemesi,

ag hakkindaki bdyle bilgileri kullanicilara saglamak i¢in kullanilan bir mekanizmadir [8].

ECN isaretlerini saglamak i¢in, yonlendiriciler, agin simdiki durumu hakkindaki

bilgiyi kullanicilara tasiyan paketleri zekice isaretlemelidir. Boyle bilgileri tasimak igin
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yonlendiricilerde c¢aligtirilan algoritmalar Aktif Sira Yonetimi (AQM) semalart olarak

adlandirilir. Bunlardan bazilari,

e Drop Tail
e RED

e REM

e BLUE

e GREEN
e PURPLE

Genel olarak, AQM semalari, kontrol akislari ile sikismay1 kontrol eder. Sikisma
oOl¢iiliir ve ona gore yapilacaklar belirlenir. Sikismay1 6l¢mek icin esas olarak iki yaklagim

vardir.

1. Sira Tabanh
2. Akis Tabanh

Sira tabanli AQM’lerin sikismalart sira uzunlugu tarafindan elde edilir. Bunun
dezavantaji, kontrol mekanizmasinin, sira pozitif oldugu zaman, sikisma olarak paketleri
geciktirmesidir. Bu, gereksiz gecikme ve gecikme degisimlerine sebep olur. Diger taraftan
akis tabanli AQM’ler, sikismaya karar verir ve paketlerin alinma oranina gore
yapilacaklar1 belirler. Boyle semalar icin, ihmal etme ve tiim zit ¢ikarimlar kontrol

mekanizmasi i¢in gereksizdir [6].

Bir aktif sira yonetim mekanizmasinin amaci, asagidaki gibi 6zetlenmistir [7].

1. Yonlendiricilerde diisiiriilen paketlerin sayisin1 azaltmak : Ortalama sira uzunlugu
kiigtik tutulur, bundan dolay1 patlamalar i¢in yeterli alan ayrilir.
2. Daha disiik etkilesim servisini destekler : Ortalama sira uzunlugunun kiiciik

tutulmasiyla, uctan uca gecikmeler daha kisa olur.
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3. Disarda birakma davranisindan kag¢inma : Diisiik bant genisligi ve patlak akislara
kars1 egilimlerden kacinmak. Tampon bellege yeni gelen bir paketin hemen hemen

her zaman yer bulabilecegini garanti etmektir.

3.1 DROP-TAIL

Yonlendiricilerdeki sira uzunlugunu yonetmek i¢in en bilindik ve geleneksel
teknikdir. Bu teknikde her bir sira i¢in en fazla sira uzunlugu (paket cinsinden) ayarlanir.
Sira en fazla uzunluga ulastigt zaman, sonra gelen paketleri reddeder yani disiiriir, taki
sira uzunlugu diisiinceye kadar. Ciinkdi, siradaki bir paket iletilmis olmalidir. Bu teknik
“Drop Tail” olarak bilinir, sira dolu oldugu zaman son alinan paketlerin hemen hemen
hepsi diisiiriiliir. Bu metod internette uzun yillar iyi bir sekilde kullanildi, ama bu metodun

iki 6nemli dezavantaji vardir [7].

1. Disarda Birakma : Bazi durumlarda, drop tail tek bir baglantiya izin verir yada
siradaki yerleri diger baglantilardan korumak icin bazi akislar tekellerine alirlar.
Bu “disarda birakma” olay1 genellikle eslemenin yada diger zamanlama etkilerinin

sonucudur.

2. Dolu Siralar : Drop tail disiplini, siralara uzun zaman periyodu i¢in dolu
durumunda kalmasina izin verir, bundan dolay1 sikisma sinyali sadece sira dolu
oldugu zaman olusur. Bu kararli durum sira uzunlugunu diisiirmek i¢in 6nemlidir

ve bu sira yonetiminin en énemli amacidir .

Kisaca, drop tail etkin bir yonetim degildir. Agdaki talepler arttig1 zaman hatlar
boyunca gecen verinin yonetilebilir miktar1 daha uzun olamaz. Daha sonra ilk defa
sikigsmay1 kontrol etmek ic¢in “ Rastgele Erken Tespit” (Random Early Detection, RED)
olarak bilinen ger¢ek yeni bir AQM algoritmasi gelistirildi.[8]
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3.2 RED

Drop tail siralarinin {izerindeki TCP’nin sikisiklik kontrol algoritmasi ile en
bliylik problemlerinden birisi, kaynaklarin iletim oranlarini, sadece sira tagmasi yiiziinden
olusan paket diismesinin ardindan diistirmedir. Yonlendiricideki paketin diismesi ile
bunun kaynaklarda tespit edilmesi arasinda biiyiik bir zaman gectiginden dolayi, agin
desteklemedigi oranda devam eden iletim, bir ¢ok paketin diigmesine neden olabilir. RED,
heniiz yeni baglayan sikismanin tespiti ve sikismanin u¢ noktalara bildirilmesiyle bu
problemi yatistirmigtir. Boylece siradaki tasmalar olusmadan, kaynaklarin iletim

oranlarini diisiirmelerine izin verir.

RED algoritmasini ilk defa 1993 Agustos’unda Van Jacobson ve Sally Floyed
tanitmislardir [4,13]. RED, paket diismelerini ve sira gecikmelerini en aza indirmek
amaciyla kaynaklarin toplu eslemelerinden kaginmak, ytiksek hat kullanimini saglamak ve

patlamali kaynaklara kars1 olan 6n yargilar: silmek i¢in tasarlanmigdir.

‘\_’._ ~~—

Sending rate increases sbove L Mbs I ] I I | ] I I
5
(u; \mL @ @ \mk
I OuuActvECN wavel back
Sending rale > L Mbs Qwuermnm Sending rate > L Mbs Queus nGroas as some more

3 — b — —
(P D GO G - G
[T

Sending rate > L Mbs Queve increases some more Sending rate > L Mbs Queue increases some more
EWMA nereases to gger RED | Sourcas detect bsW/ECN  Queys overfiows, maxth friggered

Sending rate > LMbs  Queue clears but period of
Suslained packel loss  underutilization Imminent due to
and ECN cbserved sustained packet loss and ECN

Sending rate > L Mbs  Queue increases some more
EWMA increases to tigger RED

Sekil 3.1. RED é6rnegi [16]
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Genis sayida TCP kaynaginin aktif oldugu ve daralan kisimda kullanilan tampon
kapasitesinin kiigiik oldugunda olusan sikisma senaryosu sekil 3.1 ‘de gosterilmistir.
Seklin gosterdigi gibi, t = 1 aninda TCP yiikiindeki yeterli degisimler, TCP kaynaklarinin
iletim oraninin, hattin daralan kismindaki kapasiteyi asmasina sebep olmuslardir. t = 2
aninda kapasite ve ylik arasindaki eslesme daralan kisimda bir siranin olugmasina sebep
olur. t = 3 aninda ortalama sira uzunlugu min,; ‘1 asar ve sikisma kontrol
mekanizmalarinin tetiklenmesine sebep olurlar. Bu noktada, sikisma bildirisi, sira
uzunluguna ve isaretlenme olasilifi max, ye bagli olan oranlarda ug¢ noktalara geri
gonderilir. t = 4 aninda TCP alicilar1 ya paket kayiplarmi tespit eder yada ECN biti
ayarlanmis paketleri elde eder. Cevap olarak, ayni dogrulamay1 ve varsa TCP tabanlit ECN
sinyalini kaynaklara geri gonderir. t = 5 aninda tekrarlanan dogrulamalar ve varsa ECN
sinyalleri sikisma sinyali i¢in kaynaklara geri gonderilirler. t = 6 aninda, kaynaklar
sonunda sikismay1 tespit eder ve iletim oranlarini diisiiriirler. Son olarak t = 7 aninda,
daralan kisimda oOnerilen yiikde bir diisiis elde edilir. Toplu TCP kaynaklarinin
agresifligine ve daralan kisimdaki tamponda mevcut olan boslugun miktarina bagh olarak,
paket kayiplarmin biiyiik miktar1 ve varsa belirleyici ECN isaretlemesi olusur. Bdyle

davranma sonug olarak daralan hattin kullanim altinda olmasini saglar [16].

Bu problemi ¢dzmenin bir yoluda, RED yonlendiricilerinde genis miktarda
tampon kullanilmasidir. Ornegin, RED’in iyi ¢aligmas1 amaciyla, bir orta yonlendirici, iki
kat1 miktarda bant genigligi gecikmesi olan tampon alani gerektirmektedir. Bu yaklagim,
aslinda, sayilar1 artan yonlendirici saticilari tarafindan alinmistir. Maalesef, genis bant
genisligi gecikmesi olan ag lriinlerinde genis miktarda tampon kullanimi, ugtan uca
gecikme ve gecikme stresi ekler. Bu uygulamalar arasindaki ¢alisma yetenegini siddetli
bir sekilde azaltir. Buna ek olarak, simirli hafiza kaynaklarina sahip hedeflendirilmis

yonlendiricilerin ¢oklugu, bu ¢oziimii istenmeyen hale getirir [16].

Sekil 3.2°de ideal bir sira yonetim algoritmasinin nasil ¢alistig1 gosterilmistir. Bu
sekilde, sikisik yonlendiriciler, sikigiklik bildirisini TCP’nin toplu iletim oranlarini tutan

yada altinda olan bir oranda dagitir. RED bu ideal isletim noktasini basarabilirken, uygun
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miktarda tampon bellek alanina sahip oldugu zaman ve dogru sekilde parametreleri

ayarlandiginda yapabilir [16].

Sinks

Sending rale = | Mbs - | | Sinks generate DupAcks or ECN

Queue drops andlor ECN-marks exactly
e corect amount of packels 10 keep
sending rale of sources at L Niss

Sekil 3.2. Ideal senaryo [16]

RED kapilari, iistel agirliklandirilmis tagima ortalamasi ile bir low-pass filtre
kullanarak, ortalama sira uzunlugunu hesaplar. Ortalama sira uzunlugu en diisiik ve en
yliksek esik degerleri ile karsilastirilir [4]. Ortalama sira uzunlugu en diisiik esik
degerinden diisiikse, hi¢ bir paket isaretlenmez. Ortalama sira uzunlugu en biiyiik esik
degerinden biiyiikse, her alinan paket isaretlenir. Eger isaretli paketler diisliriiliirse yada
tiim kaynaklar isbirligi yaparsa, ortalama sira uzunlugunun en biiyiik esik degerini ciddi

bir sekilde asmamasi saglanir [4].

Ortalama sira uzunlugu en diisiik ve en yiiksek esik degerleri arasindaysa, her
alinan paket pa olasilig ile isaretlenir. Buradaki pa , ortalama sira uzunlugu avg nin bir
fonksiyonudur. Paketin isaretlendigi her zaman, olasilik, belli bir baglantidan isaretlenen
paketin kabaca baglantinin kapidaki bant genisliginin paylasimina uygun olmasidir. Genel

RED algoritmasi asagida verilmistir [4].

alinan herbir paket igin
ortalama sira uzunlugu avg’yi hesapla
eger min_th<avg<max_th ise

pa olasiligini hesapla
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pa olasiligy ile:
alinan paketi isaretle
eger max_th<avg

alinan paketi isaretle

RED, TCP ile etkilesir, kaynak oraninin artmasiyla sira uzunlugu biiyiir, daha
fazla paket isaretlenir, kaynaklarin oranlar diisiiriiliir, devir tekrarlanir. AQM sikisma
Ol¢iislinlin nasil giincellendigini belirtirken, TCP de kaynak oranlarinin nasil ayarlandigini
belirtmektedir. RED igin, sikigma 06lgiisii sira uzunlugudur ve tampon iglemi tarafindan
otomatik olarak ayarlanir. Sonraki periyoddaki sira uzunlugu, simdiki sira uzunlugu arti

toplu giris eksi ¢ikisdir [17].

bi(t+1)=[bi(t)+x(1)-ci(1)]” (3.1)

[z]" = max{z,0} dir. Burada by) , t periyodu igerisindeki / sirasinda toplu sira
uzunlugudur. x;(?) , ¢ periyodu igerisindeki / sirasina toplu girig oranidir ve ¢y(?) , t periyodu

icerisindeki ¢ikis oranidir [17].

3.3 BLUE

BLUE algoritmasi, RED’in problemlerinin bazilarini, sikisma 6l¢ii semasinin bir
sira Olgiisii ile beraber melez akis kontrol semasinin kullanimasiyla ¢oziimler. Sikisma
bildirim oranmi degistirmek i¢in akig ve sira olaylarmi kullanir. Bu oran iki faktor
tarafindan saglanir, sira sikismasindan paket diismesi ve hat kullanimi. BLUE
algoritmasin1 RED’den ayiran anahtar farklilik, ortalama sira uzunlugundan ziyade paket

kayiplarimin kullanilmasidir [13].

BLUE paketleri isaretleme icin tek bir olasilik saglar, P,. Eger sira bellek
tagsmasi yliziinden siirekli paketleri diistiriiyorsa, BLUE P, yi arttirir, bundan dolay1
stkisma bildirisini yada diigen paketleri geri bildirme orani artar. Ters olarak, eger sira bos

olursa yada hat kullanimda degilse, BLUE isaretleme oranini azaltir. Bu BLUE’ya etkin
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olarak geriye gonderdigi sikigma bildirisi veya diisen paketler i¢in gerekli dogru orani

bulmasini “6gretir” [16].

BLUE’nin tipik parametreleri d1,d2 ve donma zamani dir. dI , sira tastig1 zaman
arttirtlan P, nin miktarin1 belirtir. d2, hat bos kaldig1 zaman diisiiriilen P,, nin miktarini
belirtir. Donma zamani ise 6nemli bir parametredir ve P,, nin iki basaril1 glincellenmesi
arasindaki en kiigiik aralig1 belirtir. Bu deger tekrar giincellenmeden dnce etkisini almak
icin isaretleme olasiliginin degismesine izin verir. Bu parametrelere dayanaran temel blue

algoritmasi su sekildedir [16].

Hattin bosta kalmasina bagli olay Paket diismesine bagli olay:

Eger((simdi — son giincelleme) > donma zamani) | Eger((simdi — son giincelleme) > donma zamanti)
Pm-Pm-d2; Pn-Pn+dl;

sonGiincelleme = simdi; sonGiincelleme = simdi;

Burada BLUE ile ilgili bazi problemler vardir [13].

e BLUE, cevaplanmayan akiglar icin adresleme fonksiyonu kullanir. Bu
cevaplanmayan akiglarin sayisinin ¢ok biiyiik olmadigi varsayilir. Bunun dogru
oldugunu biliriz fakat bu varsayimin dogru olmadig1 durumlarda olabilir.

e Cevaplanmayan akiglarin sayist fazla oldugu zaman kutular kirlenebilir ve TCP
akislar1 cevap olarak hatali olabilir, sonugda onlar1 gereksizce cezalandirir.

e Bunun olabilmesi i¢in bir ¢oziimde, diizenli zaman araliklarinda adresleme
fonksiyonunu degistirmektir. Bu bazi cevaplayan akislara kirlenmemis kutular i¢in
yol gosterir.

e Diger bir problem de, bir akis bir kere isaretlemisse, o daima kirletilmistir. Eger
sonra akis kendi kendine engelliyorsa, BLUE hala paket diismesi nedeniyle

gonderme oranlarini diisiirmeye ¢alisir.

3.4 REM
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REM, basit ve kararli bi¢imde hem yiiksek kullanim hem de ihmal edilebilir
kayip ve gecikmeyi gerceklestirmeyi amaglar. Bunu basarmak i¢in anahtar diisiince,
stkisma Olciisiinii, kayip, sira uzunlugu yada gecikme gibi performans Ol¢iisiinden
ayrrmaktir. Sikigma oOlciisii bant genisligi icin talebi asmayi belirtir ve kullanici sayisinin
kaydin1 tutmak zorundadir, performans olgiisii ise kullanict sayisindan bagimsiz olarak

hedefleri etrafinda kararli tutulabilmesidir.

REM asagidaki anahtar 6zelliklere sahiptir [17] .

1. Oran eslestirme temiz bellek : Tampon bellek temizken (kiiclik bir hedef etrafinda
kararl siralar), kullanic1 sayisin1 dnemsemeden, kullanici oranlarini ag kapasitesine

eslestirmeye calisir.

2. Ucretlerin Toplanmasi : Uctan uca isaretleme (yada diisme) olasilig1, basit ve kesin
bir tarzda, kullanicinin yolundaki tiim yonlendiricilerin iizerindeki toplanan hat

ticretlerinin (sikigsma 6l¢iisii) toplami tarafindan dikkatle incelenir.

‘Oran eslestirme temiz bellek’ 0Ozelligi, alisildik bilimin aksine, yiiksek
kullanimin ag da genis geciktirilmis islerin tutulmasiyla basarilmadigini, ama kullanic
icin oranlarini ayarlayarak dogru geri besleme ile basarilabilmesini saglar. REM’in ilk
diisiincesi, hatt1 paylasan kullanicinin sayisint onemsemeden, hem giris orant hat
kapasitesi etrafinda kararlidir, hemde sira kiiciik hedef etrafinda kararlidir. Herbir sira
cikisi, sikisma Olciisii olarak REM’in devam ettirdigi ve ‘iicret’ olarak adlandirilan bir
degisken gerceklestirir. Bu degisken sonraki alt boliimde de agiklanacagi gibi isaretleme
olasithgini elde etmek icin kullamlir. Ucret, oran eslemesine (yani giris oram ve hat
kapasitesi arasindaki fark) ve sira eslesmesine (yani sira uzunlugu ve hedef arasindaki
fark) periyodik olarak ya da es zamanli olmadan giincellenir. Eger bu eslesmeyenlerin
agirliklandirilmis toplamu pozitifse, licret arttirilir aksi takdirde disiiriiliir. Giris orani hat
kapasitesini gecerse yada temizlenmis olmak i¢in gecikmis isler varsa agirliklandirilmis
toplam pozitifdir, aksi takdirde negatifdir. Kaynaklarin sayisinin artmastyla, orandaki ve
sira biiylimesindeki uygunsuzluk iicreti arttirir ve bundan dolay1 isaretleme olasiligida

artar. Bu kaynaklara oranlarmni diisirmesi i¢in daha giiclii bir sikisma sinyali gdnderir.
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Kaynak oranlar1 ¢ok kii¢iik oldugu zaman, eslesmeyenler negatif olur, {icret ve isaretleme
orani diiser ve kaynak orani yiikselir taki eslesmeyenler sifira getirilinceye , yiiksek
kullanim ve dengedeki ihmal edilebilir kayip ve gecikme kazanilincaya kadar. Dengede,

eger hedef sira sifira ayarlanmigsa, tampon bellek temizlenir [17].

Halbuki RED’de sikisma o6l¢iisii (sira uzunlugu), bellek islemi tarafindan (1)’e
gore otomatik olarak giincellenir, REM acikca ilk 0Ozelligini getirmek icin {icretini
giincellemesini kontrol eder. Tam olarak, / sirasi, ¢ periyodundaki p,(?) iicreti igin [17] ‘ye

gore giincellenir.

Pi(t+1)=[ Pit)+y(aby(t)-bi ) +xit)-ci(t))] " 3.2)

y >0 ve a>0 kiigiik sabitlerdir ve [z]" = max{z,0)’dir. Burada by(?) , t periyodunda [
sirasindaki toplu bellek isgalidir ve b;" > 0 hedef sira uzunlugudur, x;(2) , ¢ periyodunda /
strasina toplu giris oranidir ve ¢;(?) , ¢ periyodundaki / siras1 icin mevcut bant genisligidir.
xi(t) - ci(t) arasindaki fark eslesmeyen orani dlger, by(?) - b, arasindaki fark ise eslesmeyen
siray1 Olger. oy sabiti herbir sira tarafindan kisisel olarak ayarlanabilir ve kullanimi ve sira
gecikmesi iletim sirasinda degisebilir. y sabiti REM’in ag sartlarinda degisimlere cevap
vermesini kontrol eder. Bundan dolayr esitlik (3.2) den, eger oranin ve sira
uygunsuzluklarinin agirlikli toplami o, tarafindan agirliklandirilir, pozitifdir ve ticret
arttirtlir, aksi takdirde dusiiriiliir. Dengede ticret kararli ve agirlikli toplam sifir olmak
zorundadir. Yani, a; (b;- b;')+ x; - ¢, =0. Bu sadece giris oran1 kapasiteye esitse (x; = ¢;) ve
gecikme hedefe esitse tutulabilir (5;=b,"), bu ilk basta bahsedilen birinci 6zellige yol
gosterir [17].

‘Ucretlerin toplam1’ ézelligi kullanicilarin goklu sikismis hat boyunca ilerledigi
ag igerisinde onemlidir. Kullanici tarafindan dikkatle izlenen ugtan uca isaretleme (yada
diisme) olasilig1 icerisinde gdomiilii sikisma bilgisinin anlamini agiklagtirir ve bu ylizden

uyum oraninin tasariminda kullanilir.

Sira ¢iktisi, heniiz isaretlenmemis alinan herbir paketi, simdiki iicretinin iistel artan

bir olasilikla siranin akisina karsi isaretler, isaretleme olasiliginin iistel formu genis bir ag
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da 6nemlidir. Burada kaynakdan gidilecek yere ¢oklu sikigmanin iginden gegen bir paket
icin ugtan uca igaretleme olasilig1 yoldaki her hat da, hat isaretleme olasiligina baglidir.
Sadece kisisel hat isaretleme olasiligi kendi hat iicreti icerisinde iistel oldugu zaman, bu
uctan uca isaretleme olasiligl, kendi yolunda tiim sikigmis hatlarda hat {icretlerinin toplami
icerisinde iistel olarak artiyor olur. Bu toplam yoldaki sikismanin tam Ol¢iistidiir. Ugtan
uca isaretleme olasiligina gomiildiigiinden dolayi, yoldaki her hattadir. Bu kaynaklar
tarafindan isaretlenen paketlerinin parcasindan kolayca tahmin edilebilir ve oranlarinin

ayarlanmasinin tasarimi i¢in kullanilir [17].
Bir paketin /=1,2,....,L hatlar1 i¢inde iletildigini ve ¢ periyodunda p;(?) licretlerine

sahip oldugunu varsayalim. Daha sonra isaretleme olasiligt my) , [ sirasinda t

periyodunda [17].

my (=1~ (3.3)

¢ >1 bir sabittir. Daha sonra paket i¢in ugtan uca isaretleme olasilig1 su sekildedir.

-TTa-m@)=1-g =" 5.4

Yani, yolun sikigsma 0Sl¢iisii, Y, ; pi(?) . genis oldugu zaman, uctan uca isaretleme olasilig

yiiksektir.
Hattin isaretleme olasiligi my(?) kiiciik oldugu zaman, buna bagli olarak hat

ticretleri py(t) kiicliktiir, esitlik (3.5) de verilen uctan uca isaretleme olasilig1 asag1 yukari

yoldaki hat {icretlerinin toplamina uygundur.

Ugtan uca isaretleme olasiligi = (log, ¢2 pl(t)) (3.5)
!

3.5 GREEN
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GREEN algoritmasi, cevapda akis tabanli sikisma 6l¢iisii olan x,, tahmin edilen
veri alig orani olan sikisma bildirisinin oranini ayarlayan bir geri besleme kontrol
fonksiyonudur. GREEN bir esik degeri fonksiyonu temellidir. Eger hattin tahmin edilen
veri alig orani x,,; hedef hat kapasitesi ¢; lizerinde ise, sikisma bildirisinin orant P, AP
tarafindan //AT oraninda arttirilir. Tersine eger x., , ¢; altindysa P, AP tarafindan I/AT
oraninda azaltilir. Bu algoritma gelen paketlerin olasilikli isaretlerine P oraninda, diisen
paketler ya da ECN biti ayarlananlar tarafindan uygulanir. Adim fonksiyonu U(x) [6,18]

tarafindan tanimlanir.

+1  x20
U(x)= (3.6)
-1 x<0
Bundan dolayz,
P =P +AP.U(xXey - cy) (3.7)

Hedef hat kapasitesi ¢, gergek kapasite ¢ olarak asagida atanmistir, tipik olarak
0.97 ¢ dir, boylece sira biiyiikliigii 0’a yaklasir. Gelen veri oran tahmini, iistel ortalama

kullanilarak gdsterilmistir.

Xest = (1-exp(-Del/K))*(B/Del)+exp(Del/K)* X (3.8)

Del paketler aras1 gecikmedir, B paket Ol¢lisii ve K zaman sabitidir. Diger gelen oran

tahmin teknikleri de basaril bir sekilde kullanilabilir.

REM ve GREEN arasinda bir iliski vardir. Eger esitlik (3.3) dogrusalsa, m = P dir

ve lstel terim dikkate alinmaz. Dahas1 eger bellek terimi a=0 ise, ve dogrusal sabit y

adim fonksiyonu ile yer degistirirse, GREEN’in sikigsma bildirim orant P, REM’in {icreti
P, ye esit olur [6].
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3.6 PURPLE

PURPLE yaklagimi, digerlerine karsin, tepki olusturan protokollerin davranis
iizerinde kendi aksiyonlarmin etkisini tahmin eder. Bundan dolay1 kisa-déonem gelecek
trafikdir [19]. PURPLE, agdaki sikisma durumu hakkindaki ugtan uca bilgiyi analiz
ederek bunu bagarir. PURPLE, ana AQM parametrelerinin, en azindan yerel bir en iyilige
dogru, daha hizli birlesmesine izin verir, buna bagl olarak diizlestirme ve kii¢iiltme hem
sikisma geri beslemesi hemde sira isgalidir. Tahmini gelistirmek icin [19]’da, bu pasif
olarak gosterilen bilgi sikismanin miktar ile ilgilidir. Agda baska yerde akiglar bu

yonlendiriciden gegiyormus gibi goriiniir.

PURPLE paket isaretleme diizeltme ve parametreler ayarlanmadan sira
gecikmesi saglar ¢linkii ¢evrim i¢i olarak iyilestirilmistir. Kendi kendini idare eden
davranig ¢evrim i¢i model tabanli tahminlere gilivenir. Bu ayrica goodput, islem hacmi ve
ortalama gecikme arasinda miikemmel bir denge saglarsa drop-tail kayiplardan tamamen
kacnabilir. Bu, ¢ok az gii¢ ve durum bilgisi ve ii¢ yeni mekanizma olan ugtan uca sikisma
analizi, ECN bilgisinin goriintiilenmesi ve TCP model esitliginin kullanarak basarilmistir.
[19]°da ¢ok cesitli durumlar i¢in simiile edilmis ve PURPLE’dan ¢ok iyi davraniglar

alinmistir.

3.7 ECN

Simdiye kadar sikisma oldugu zaman kapilardan paketlerin atilmasi hakkinda
konustuk, bu sekilde son noktanin da sikigmadan haberi oldu ¢iinkii geri iletim zaman
asim1 tecriibe edildi. Ama, Ornegin RED algoritmasi ile tampon bellek gercekten
dolmadan once paketler diisliriilmeye baslandi. Bu gelistiricileri, paketlerin basitce nasil
diisiiriildiigiinden baska ¢oziimler iizerinde diisiindiirmeye basladi. Ornegin sikismay1 son
noktaya sinyal olarak iletmek icin paketleri kaybetmeden hala tampon bellek icerisinde

dururken paketlerin bir bayrak ile igaretlenmesi gibi bir yaklasim gelistirildi ve bunun
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ismine erken sikigma bildirisi anlamima gelen (ECN) Early Congestion Notification adini

verdiler [20].

Bu oOneride, QoS tanimlamasinda (quaility of service) Diffserv teknigi
kullanildiginda sikisma basladigi zamanki sinyal i¢in, IPv4 bashiginin ToS alanindaki 2
biti kullanild1. (servis smnifin1 belirtmek icin 8 bitin sadece 6 s1 kullaniliyor, diger kalan 2
bit kullanilabilir). Bu iki bitten birisi CE (Congestion Experienced) oldu, digeri ise bir
hostun ECN olabilecegini bilmek i¢in ayarland1 (ECT) [20].

Bu diisiince c¢ok anlagilirdir, baglantinin baginda, gonderici ECT bitini
kapasitesini bildirmek i¢in ayarlar. Eger alicininda kapasitesi varsa, TCP bagligindaki bir
bayrakla geri gonderir. Alici, isaretli bir paket aldig1 zaman, sikismayi isaret etmek igin
gondericiye bir ACK gonderir ve gonderici kullanilan sikigiklikdan kaginma tarafindan

uygun yolla bir karsilik verir [20].

Tiim sistemi tamamlayabilmek icin, TCP/IP protokoliinde ¢ok kiiciik
degisikliklere ihtiya¢ vardir. IP basliginda bulunan iki bite deger atanmasi (gonderici
tarafindan EC’yi isaret etmek i¢in ve ECN kapasitesini isaret etmek i¢in), TCP
baslhigindaki iki bitin atanmasi. Bu ikisi bir EC paketi i¢in geri gdndermeleri tekrarlatir ve
gondericiye, pencerenin diisliriildiiglini ve tekrarlamalar1 kesmesini aliciya isaret
edebilmesine izin verir (CWR biti); bu bit ayrica sinyale baglant1 saglanirken, alict

sinyale, kapasitesini ACK igerisinde bir SYN paketi i¢in ayarlamasina izin verir [20] .

Bu yaklagimla bazi problemler ortaya ¢ikabilir, birisi, drnegin kapasitesi yeterli
olmayan bir kullanici, kapasitesini ayarlayabilir. Boylelikle EC biti ayarlanmis bir paket
aldiginda, sikismanin kullanicisina ilan etmeyecek. Ama, eger bir host diisen bir paket i¢in
stkismadan kagmma ile cevap vermezse, ayni problemler olabileceginden, yazarlar
yeniden cevap verirler. Bazi kisilerde diisen paketlerin yiiksek yiik periyodlarinda trafigi
diisiirmenin bir yolu oldugunu sdylediler, ECN ag hala paketleri diistirmektedir. Diger bir
konuda diisen EC paketlerinin olabilmesidir. Bu durumda gonderici sanki bir ECN aginin
icinde degilmis gibi herhangi bir yolla sikisiklikdan kaginma ile cevap verir. Sonug olarak

IPsec tiineli ile ilgili problemler, herhangi bir sifreli hesaplamada ECN biti yeterince uzun
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bir sekilde igerilemez. IPsec, ECN nin degerini degistirmeye calisan bir diismana karsi

herhangi bir koruma gelistirmemistir [20].
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BOLUM 4

ADAPTE EDILMiS RED(Adaptive RED) ALGORITMASI

Internette, sikisiklik ¢okmelerinden korunmak igin genellikle ugtan uca sikisiklik
kontrolii kullanilir. Bunun yaninda, veri trafiginin dogasi geregi patlakli olmasindan
dolay1, yoOnlendiriciler patlaklar1 igine alabilmesi ve yiliksek hattan yararlanmay1
stirdiirmek i¢in olduk¢a biiylik tampon bellekler ile tedarik edilir. Bu genis belleklerin
dezavantaji, eger bilindik drop-tail yonetimleri kullanilirsa, sikisik yonlendiricilerde
yiiksek sira geciklemeri olur. Bundan dolay1 drop-tail bellek yonetimi ag yoneticilerini
genis bellek gerektiren, yliksek kullanim yada kii¢iik bellek gerektiren diisiik gecikmeden

birisini segmeye zorlar.

RED tampon bellek yonetim algoritmasi, paketleri, ortalama sira uzunlugunun
artmasi olarak, artan olasilikla rastgele diislirerek sira daha aktif, anlamli olarak yonetilir;
paketlerin diisme orani ortalama sira uzunlugu minimum esik degerli(min, olarak
gosterilir) RED parametrelerindeyse, ortalama sira uzunlugu maksimum esik degere
(maxy) ulastiginda diisme orami sifirdan itibaren dogrusal olarak artar. RED’in ana
amaclarindan bir tanesi, siwra uzunlugu algoritmast ve erken sikisma bildirimi
kombinasyonunu kullanarak, diisiik ortalama sira gecikmesi ve yiiksek islem hacmini
birarada basarmakdir. RED’in benzetme denemeleri ve islemsel deneyler bu konuda

oldukca basarilidir.

Bunlarin yaninda RED’in esas zayif noktasi, sikisma seviyesinde ve parametre
ayarlarinda ortalama sira uzunlugu cesitlidir. Hat biraz sikistiginda ve/veya max,
yiiksektir, ortalama sira uzunlugu neredeyse miny dir. Hat agir bir sekilde sikistigi zaman
ve manx, diisiikse, ortalama sira uzunlugu max,, a yakin hatta tizerindedir. Sonug olarak
ortalama sira gecikmesi RED de trafik yiikiine ve parametrele duyarhdir, ve bundan
dolay1 ilerde tahmin edilebilir degildir. Gecikme, miisterilere dagitilan servisin kalitesi

icin esas bilesendir. Ag yoneticilerinin dogal olarak, sikismis aglarda kabaca bir ortalama



47

gecikme tahmini i¢in Oncelikleri vardir. RED ile boyle ortalama gecikmeleri dnceden
sOyleyebilmek icin varolan trafik ayarlarinin saglanmasi icin sabit RED parametrelerinde

ayarlamalar yapilmas1 gerekmektedir.

RED’in ikinci bir zayif noktasi, islem hacminin de trafik ylikiine ve RED
parametrelerine duyarli olmasidir. Ozellikle, ortalama sira max,, dan biiyiik olursa, RED
sik sik roliinii yerine getiremez, sonug¢ olarak da onemli sekilde islem hacmi diigser ve
diisen paketlerin orani artar. Bu yonetimden kaginmak i¢cin RED parametrelerinde tekrar

sabit degisiklikler yapmak gerekebilir.

Bu tiir problemlerden kacinmak i¢in aktif sira yonetimi ile ilgili olarak bir¢ok
Oneriler vardir. Revize edilmis 6neri bu boliimde gerceklestirilmistir ve NS simiilatoriinde
simiile edilmistir. Bu yeni versiyon, senaryolarda genis degisiklikler yaparak ve RED’in
diger faydalarindan feragat ederek hedeflenen ortalama sira uzunlugunu basarmistir. Bu
sadece ortalama sira gecikmelerini daha tahmin edilebilir yapmakla kalmaz, max, ninda
asilma olasiligini diisiirlir; bundan dolayr Adaptive RED, hem paket kaybetme oranini

hemde sira gecikmelerindeki degisimi diigiirtir .

4.1 Metrikler and Senaryolar

RED’in yada aktif sira yonetiminin esas amaci genel olarak, diisiik ortalama sira
gecikmesi ve yiiksek islem hacminin saglanmasidir. Bu nedenle biz dncelikle ortalama
sira gecikmesi ve iglem hacmi metriklerine odaklaniyoruz. RED ‘in ikincil bir amacida,
drop-tail sira yoOnetim algoritmasinda verilenlerin dogruluklarmi bir dereceye kadar
gelistirmek ve verilen ortalama sira uzunlugunu, paket diisme ve isaretleme oranini en aza
indirmektir. Biz adaptive RED’in giizel davraniglarimi tartismayacagiz, zaten RED’in
giizel davraniglarina benzerdir. Sadece Adaptive RED ve RED’in diisme oranina (drop
rate) kisaca deginecegiz. Ciinkii genellikle algaltilmig diisme orani davranigini, algaltilmis

islem hacmi yansitir [5].
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Oncelikle, tiim metrikler ydnlendirici tabanlidir. Dosya transfer zamani, paket
gecikmesi gibi son kullanici metrikleri, algoritmanin gegerliligi i¢cin dnemli Slgiilerdir.
Adaptive RED ile ilgili son kullanicit metrikleri yonlendirici tabanli metriklerde kolayca
elde edilebilir. Ayrica yonlendirici tabanli metrikler (AQM) dinamiklerine daha dogrudan
bakis saglamaktadirlar [5].

Ikinci olarak en kétii durumla ilgili metriklerini dikkate almiyoruz, ciinkii bu tiir
sira gecikmelerini kontrol etmek AQM’lerin amaci degildir, bu tiir en kotii durum sira
gecikmelerinin genisletilmesi i¢in yonlendiricilerde siralarin bellek Ol¢giilerinin konfigiire

edilmesi ile dogrudan kontrol edilebilir [5].

Ugiincii olarak, sira uzunluklarinin salimim 6lgiileriyle ilgili metrikleri dogrudan
dikkate almayacagiz [49,25]. Boyle salinimlarin, ortalama sira gecikmesini arttirmadigi ve
islem hacmini diisiirmedigi siirece zararli oldugunu diisiinmiiyoruz [5]. Salimimlarin

etkisini ana metriklerimiz tarafindan ilerleyen boliimlerde tartisacagiz.

Adaptive RED’in gelisimi sirasinda, Adaptive RED parametrelerinin
hassasiyetini bulabilmek i¢in ¢ok sayida trafik senaryosu inceledik. Saglamlig1 saglamak
icin, i yiiklerinin siniflandirilmasinda, istatistiksel c¢ogullamalarin seviyesinde ve
sikigmalarin seviyesinde performans: diisiindiik. Is yiikleri, ters yol trafigi boyunca, uzun
yasamli akislart igerir. Ters yoldaki veri trafiginin varligi, ACK sikismasini ve
paketlerinin kayboldugunu bildirir, o nedenle ileriki yollarda veri trafiginin patlamasi
artar. Ters yol trafigi aynm1 zamanda, ileriki yollarda paket trafiginin siralanmasina
zorlarlar. Buradaki ileriki yol (forward path) veri ve ACK arasinda paylasilan simdiki
yoldur. Ayrica simlasyonun sikigsma seviyeleri ve is yiikleri {izerindeki degisim
senaryolarini arastirdik. ECN bildirimiyle (explicit congestion notification) ve ECNsiz

baktik [5]. Son olarak, genis pencere bildirileri ve farkli veri paket dlgtilerini dikkate aldik
[5].

4.2 Adaptive RED’e Alismak
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Ilerleyen boliimler de belirtilen, Adaptive RED’in tasarim ve performans
ayrintilarina girmeden Once, RED’in parametrelerdeki hassasiyetini gosteren bazi
benzetmeleri tekrar ettik [5], ve bu gosterdiki buradaki problem i¢in Adaptive RED gergek
adres. Bu boliimde, RED’in bilenen karakteristik 6zellikleri olan ortalama sira Ol¢iisli ve
performans cesitliligi, RED’in max, ve w, parametrelerinin bir fonksiyonu olarak,
benzetmeleri sekillerle gosterilir. Bu boliim ayn1 zamanda, ming, ve max;, arasindaki hedef
sira Olgiislinii yakalamak icin max, nin adapte edilmesini gosteren, Adaptive REM ile
yapilmis benzetme sonuglarini da gosterir. Benzetme senaryosunda da ayarlanmis bir
max, degeri ile de ayn1 sonucu alabilmeniz miimkiindiir. Bir bagka deyisle Adaptive RED,

cesitli RED parametrelerini glivenli iyi sonuclarla “otomatik ayarlamigdir”.

Link Utilizaton

10 20 20 40 50 €0 70 30 20
Average Queue Length

Sekil 4.1. RED ile Gecikme — kullanim degisimi, w,=0.002.

Sekil 4.1 deki benzetmede, RED NS’in varsayilan degeri w, =0.002 ve max, =
0.1 ve miny, ve maxy, sirastyla 20 ve 80 paket olarak ayarlanarak kullanilmistir, tiim bu
benzetmelerde RED yavas modda ¢alismaktadir. Her bir ¢arpi, x eksenininde, 100-saniye
benzetmesinin ikinci yarisi lizerindeki paketlerdeki ortalama sira gecikmesini, y eksenide,
benzetmenin ikinsi yarisi tizerindeki hat kullanma sayisint gosteren tek bir benzetmeden
sonuclardir. Herbir ¢izgi N akis ile benzetmeden sonuglar gdstermektedir, ¢izgilerde N
degeri 5 ile 100 arasinda siralanmistir. Herbir ¢izgi tizerindeki ¢arpilar, 0,5 soldan ve 0.02
sagdan max, ile benzetme sonuclarini gostermektedir. Benzetmelerdeki diisme orani,
sifira yakinken %8’e kadar ¢ikmaktadir. Sekil 4.1 de gosterildigi gibi, akislarin sayisi ve

max, ile performans gesitlilik gosterir, bu benzetmelerde daha diisiik islem hacmi ile daha
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genis sayida uzun yasamli akis vardir. Bu benzetmelerde artan akis sayisi hat kullanimini
diigiiriir ve artan ve max, daha diisiikk sira uzunluklarma liderlik eder. max, nin diisiik
degerleri i¢in kullanimdaki azalmanin yansimalari zamanin biiyiikk bir bdliimiinde

ortalama sira uzunlugu max;, 1 gegip gittigi durumlara yansir [5].

Daha sonraki boliimlerde gorecegimiz gibi, 15 mbps bant genisliginde bir hat
icin 0,002 sira agirligr ¢ok genistir, bu yilizden tipik 100ms RTT’1n bir parcasi lizerindeki
sira uzunlugu ortalanir. Sekil 4.2 deki benzetmede sekil 4.1 dekinden sadece w,, 0.002
yerine 0.0026 ye ayarlanmistir. Bu sonraki bolimlerde detaylica tartigilacaktir. RED’in
performansi, ortalama sira uzunlugu kiigiik ¢esitli RTT ler iizerinde yapildigr zaman en
iyidir. Tek bir RTT’nin bir boliimii lizerinde iyi degildir. Sekil 4.1 ve 4.2 RED’in
performansinin w, parametresi iizerindeki hassasiytetinin bir kanitidir. RED’le iyi bir
islem hacmi ve kabul edilebilir ortalama sira uzunlugu elde edebilmek i¢in, w, ve max, nin
iyi ayarlanmasi gereklidir. Adaptive RED, bu iyi ayarlanmas1 gereken degerleri otomatik

olarak ayarlamaktadir [5].
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Sekil 4.2. RED ile Gecikme — kullanim degisimi, w,=0.00026.

Adaptive RED algoritmasinin ayrintilar1  anlatilacaktir, yalniz adaptive RED’1
genel olarak basitce w, nun otomatik olarak ayarlanmasi (hat hizina goére) ve max, nin
cevapda sira uzunluguna gore diizenlenmesi olarak 6zetlenebilir. Simdi Adaptive RED’i
gercekten oneren RED parametrelerini iyi ayarlamak i¢in gerekirse silen bazi benzetmeler

gosterecegiz [5].
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Sekil 4.3. RED ile Gecikme — kullanim degisimi, w,=0.00026.

Sekil 4.3 adaptive RED ile ayn1 benzetmeyi gosterir; bu sekilde ¢esitli degerler
max, nin ilk degerleridir, Adaptive RED, 06l¢iilmiis davramislarini saglar. Sekil 4.3 deki x
ve y eksenleri sekil 4.1 ve 4.2 deki ile eslesmez, sekil 4.1 ve 4.2, sekil 4.3 icin alani
gosteren bir kutu igerir. Sekil 4.1ve 4.2 nin “iyi” performans bolgesinde kii¢lik bir alan
mesgul eden tiim alan sekil 4.3 de resmedilmistir. Onceki grafiklerde oldugu gibi, 100
saniyedir. Benzetmenin ikinci yarisindaki sonuglar1 gostermektedir; verilen egrideki
noktalarin bir araya toplanmasi, esasen max, nin ilk degerinin bagimsiz oldugu sonucunu

gostermektedir [5].

Bu benzetmeler Adaptive RED’in , w, nun otomatik ayarlanmas1 ve max, nin o
anki sartlara gore cevapta uyarlanmasi, ortalama sira uzunlugunu hedeflenen aralikda
tutmasiyla yiliksek islem hacminin bagarilmasinda etkin oldugunu gostermektedir. Bu
aralik, boliim 4.4 de anlatilacagi gibi daha 6nceden taniml bir aralik ¢evresinde (ming+
max,,)/2 ortalama sira uzunlugunu saglanmasi i¢in gerekli algoritmalara uyumludur. Bu
benzetmeler daha az paket diisiirme, daha kiiclik ortalama sira ve tam hat kullanimina

sahiptirler [5].

4.2 1 Cesitli Sira Uzunluklari ile RED’in Gosterilmesi
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Daha 6nceki benzetmeler RED ve Adaptive RED’in istikrarli performanslarin
gosterdi. Simdi RED ve Adaptive RED’in sikisma seviyesinde hizli degisim i¢in nasil
cevap verdiklerini inceleyecegiz. Sunulan benzetmeler, sikisiklik seviyesi ile degisen
ortalama sira uzunlugunun iyi anlasilmig dinamiklerini sunmaktadir [5]. Sonuglar RED’in
sabit ortalama sira uzunlugundan paket diisiirme olasilig1 tablosundandir. Adaptive RED

icin, bu benzetmeler bir sikisma seviyesinden digerine iletime odaklanmuistir.

Bu benzetmeler, 1,5 Mbps’lik sikismis bir hat ile basit bir halter topolojisini
kullanirlar. Tampon bellek 1500 byte paket i¢cin 35 paket yer ayirir. Tiim benzetmelerde

wy 0.0027 ye, miny da S pakete ve maxy, da 15 pakete ayarlanir.

{n Packats)

!f- 3: lf 2 ¥ & &£ w0
Time (in Seoonds

Sekil 4.4. Sikisiklikda artisla RED.

Sekil 4.4 daki benzetmede, ileri giden trafik uzun yasaml iki akis igerir, geri
donen trafikde uzun yasamli bir akis icerir. 25 inci zamanda, her 0,1 sn de bir, 20 yeni akis
baglar. Herbiri 20 paketin maksimum penceresi ile olusur. Bu gergekei yiikii modellemek
icin degil de, sikisma seviyesindeki keskin degisimin etkisini basitce, daha iyi
gosterebilmek i¢indir. Sekil 4.4 daki grafik uyarlanmamis olan RED’in ortalama sira
bliytikliigiindeki degisimi, paket diisme oraninin bir fonksiyonu olarak gosterir. Koyu
cizgi, RED tarafindan tahmin edilen ortalama sira biiyiikligiinii gostermektedir. Kesikli
cizgiler anlik siray1 gostermektedir. Paket diisme orani, benzetmenin ilk yarisinin iizerinde
, %1 den, ikinci yarisinin lizerinde %12.6 ya degisir. Buna karsilik gelen ortalama sira

uzunlugu ile degisir.
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Sekil 4.5. Sikisikltkda artisla Adaptive RED.

15 20 p. 20 35 L) &5 5
Time (n Seccnds

Sekil 4.5 deki grafik ayn1 benzetmenin Adaptive RED kullanilmigint gosterir.
Uyarlanmig RED’de yine ayni 25. zamanda ortalama sira uzunlugunda keskin degisim
gosterir. Bunun yaninda, kabaca 10 sn sonra, Adaptive RED ortalama sira uzunlugunu
hedeflenen 9 ile 11 paket arasindaki aralia geri disiirlir. Adaptive RED ile olan
benzetmeler, adaptive olmayan RED’le yapilanlara gore biraz daha fazla islem hacmine
sahiptir. (% 93.1 yerine % 95.1), ortalama sira uzunlugunda tamaminda biraz daha
diisiiktiir (13.4 paket yerine 11.5 paket) ve daha kiiciik bir paket diisiirme orani vardir.
Adaptive RED’le yapilan benzetmelerde, ortalama sira uzunlugu ve paket diisme olasiligi
arasindaki iliskinin max, nin uyarlanmasiyla gosterilmesi miimkiindiir ve bundan dolay1

trafik dinamiklerinde hazir bulunan ortalama sira uzunlugununun korunmasini saglar.

Sekil 4.6, 0. zamanda baslayan ve 25. zamanda biten yirmi yeni akisla ilgili
benzetmeyi gosterir. Sekil 4.6 de uyarlanmamis RED ile yapilmis benzetme, ortalama sira
uzunlugundaki diisiis 25. zamandaki degisimin sikismasinin seviyesi olarak gosterilir. Bu
zamanda, paket diisme orani uyarlanmamis RED’le benzetmenin ilk yarisinin iizerinde %

9.7 ve ikinci yarisinda % 8 dir.
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Sekil 4.6. Sikisiklikda azalma ile RED.

Adaptive RED ile yapilan benzetmede ortalama sira uzunlugundaki benzer
degisim sekil 4.7 da vardir, ama uyarlanmigs RED ortalama sira uzunlugunu hedeflenen
seviyeye 10 sn icinde geri getirir. Adaptive RED le yapilan benzetmede diger
uyarlanmamis RED’le yapilan benzetmedeki islem hacmi benzerdir (% 92.7 yerine % 93)

, ortalama sira uzunlugu da ¢ok az daha kii¢iiktiir (12.4 paket yerine 11.1 paket)

Tl
lf

Time (n Secends)

Sekil 4.7. Sikisikltkda azalma ile Adaptive RED.

Adaptive Red’le tiim benzetmeler, %98’den (100 akis ile) %100°e (5 akis ile)
cikan yiiksek islem hacmine sahiptir. Her bir akis sayisi, Adaptive RED’le ayni
performansda, Adaptive RED olmayan sabit max, segebilir. max, i¢in bu sabit(static)
ayarlama, benzetme senaryosunun bir fonksiyonu olabilir. Ornegin, 20 akisli bir benzetme
icin Adaptive RED’in performansi, kabaca max, degeri 0.07 ye ayarlanmis 100 akish
Adaptive RED olmayan bir benzetmenin performansina karsilik gelebilir. Adaptive

RED’in performansi, max, si 0.2 ye ayarlanmis Adaptive olmayan RED’in performansina

karsilik gelebilir [5].
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Sekil 4.8. RED ile gecikme — kayip degisimi, w,=0.00026.
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Sekil 4.9. Adaptive RED ile gecikme — kayip degisimi.

Sekil 4.8 ve 4.9, sekil 4.1 ve 4.2 deki benzetmelerin paket diisme oranlarini
gostermektedir. Belli bir akis kiimesi i¢in, kabaca RED ve Adaptive RED, ayni paket
diistirme oranina sahip olduklarini gosterir, Adaptive RED, ortalama sira uzunlugunu
koruyarak max, dan uzaklasir, RED ortalama sira uzunlugu max, etrafinda oldugu
zaman daha yiiksek oranda paket kaybetmekten kaginir. Benzetmelerde, RED ve Adaptive
RED’in dogruluk 6zelliklerinin benzer olduklarini gordiik [5].

Bu benzetmeleri, belli bir siradaki hat bant genisliklerini ve karisik web
trafiklerini iceren belli bir siradaki benzetmelerde , ECN ile ve ECN siz, byte ve paket
birimlerinde Ol¢iilmiis siralarla, byte modundaki ve paket modundaki RED ile (paketi
diisiiriip diisiirmeyecegine karar verirken paketin biiyiikliigiinii byte olarak dikkate alir)

kesfettik [5]. Tiim bu benzetmelerde Adaptive RED ‘den ayni iyi performansi gordiik.
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4.3 Adaptive RED Algoritmasi

Burada gergeklestirilen Adaptive RED ile ilgili kilavuz esas Adaptive RED ile
aynidir, ortalama sira uzunlugunu min,, ve maxy, arasinda korumak i¢in max, uyarlanir.

Buradaki yaklasimin esas Adaptive RED den 4 farklilig1 vardir.

e max, nin uyarlanmas: sadece ortalama sira uzunlugunu min,; ve maxy arasinda
korumak i¢in degildir, ortalama sira uzunlugunu yarim yol belirlenen hedef aralig1
icinde miny, ve max,, arasinda tutmak i¢indir.

e max, zaman cizelgesi lizerinde tipik bir RTT’dan daha biiyliktiir ve kiigiik
adimlarla yavasca uyum saglar.

e max, , [0.01 , 0.5] araliginda kalmas: i¢in sinirlandirilmistir.(yada esiti [% 1 ,%
50])

e carpansal olarak artan ve azalan max, yerine AIMD (Addive-Incrase

Multiplecative-Decrese) politikasi kullanilir.

Adaptive RED algoritmasi su sekildedir.

Her aralikda
if (avg > hedef ve max, < 0.5)
max, artar: max,<— max, + a;
elseif (avg < hedef ve max,> 0.01)

. k.
max, azalir: max, < max, * p,
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Degiskenler :

avg: ortalama sira uzunlugu

Sabit parametreler :
aralik : zaman ; 0.5 sn.
hedef : avg i¢in hedef;
[ming, + 0.4 * (maxy, - ming, ), ming + 0.6 * (maxy, - ming, )].
a: artig ; min(0.01 , max,/ 4)
p : azalma faktorii ; 0.9

max, nin adapte edilme kilavuzu yavasca ve nadiren RED’in dinamiklerine izin
verir - ortalama sira uzunlugundaki degisimler i¢in cevaplamada paket diigme olasiliginin
adapte edilmesi — daha kii¢lik zaman ¢izelgesine hakim olmak i¢in. max, nin uyarlanmasi

sadece uzun zaman ¢izelgelerinde ihtiya¢ oldugunda cagrilir.

Adaptive RED’in saglamlig1 yavas ve nadiren max, nin ayarlanmasindan gelir.
Bu yavas degisimin bedeli, sekil 4.5 ve 4.7 deki gibi, sikisma seviyesindeki keskin bir
degisimden sonra, max, nin yeni degerine degismesinden dnce bazen on yada yirmi saniye
almasidir. Adaptive RED’in performansinin saglanmasi i¢in iletim periyodu esnasinda
gereginden fazla alcaltma yapilmayacaktir, {iglincii kilavuzumuz max, yi smirlayarak,
[0.01 , 0.5] araliginda kalmasini saglar.Bunlar, ortalama sira uzunlugunun hedeflenen
aralikda olamamasi ve ortalama gecikme yada islem hacmi yavagga kotiiye gitmesi bile,

RED’in tiim performansinin, iletim periyodu sirasinda hala kabul edilebilir olmasin1 saglar

[5].

Adaptive RED algoritmasi icin en iyi veya en ,iyiye yakin demek istemiyoruz,
fakat senaryolarin genis bir araliginda iyi ¢alistyor goriiniiyor, ve bizde internetteki RED
gerceklestiriminde giivenle deploy edilebilecegine inaniyoruz [5]. max, nin yavas
adaptasyonun sonucu olarak, Adaptive RED’in tasarimi, genis alanlarda giiclii sonuglar

verir. Yukarida belirtildigi gibi, iletim periyodunun bu yavas adaptasyonun bedeli,
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ortalama sira uzunlugu hedeflenen bdlgede olmadig1 zaman sikigma seviyesindeki keskin
bir degisim sonrast. Adaptive RED bundan dolayr dikkatli bir sekilde
pozisyonlandirilmigtir, AQM mekanizmasinin spektrumunun sonunda saglam, daha ince

ayarlanmadan ka¢inma amaci ile, spektrumun sonunda daha agresif daha kirilgandir [5].

Adaptive RED algoritmas1 max, yi adapte edebilmek i¢cin AIMD kullanir.
MIMD(Multiplicative Increase Multiplicative Decrease) gibi diger dogrusal kontrollerle
de denedik, ama AIMD yaklagiminin daha daha gii¢lii oldugunu gordiik [5].

Bu genel Adaptive RED algoritmasinin tanimin1 tamamlar. Bu algoritmada
gomiilii secenekler cesitli parametreler i¢in ayrintilandirilmistir. Simdi bu segeneklerin

gerekcelerini kisaca anlatacagiz.

4.3.1 maxy’nin Siniflandiriimasi

max, nin 0.5 ist smir1 iki taban iizerinde hakli ¢ikarilabilir. Birincisi, paket
diisme oranini %50 den daha biiyiik RED’i optimize etmeye ¢alismiyoruz. Ayrica, ¢iinkii
RED’i hafif modda kullaniyoruz, bu ortalama sira uzunlugunun ming, dan maxy, a kadar
degistigininde, paket diisme oraninin 1 den max, ye kadar degistigini, ve ortalama sira

PR

uzunlugunun max,, dan max,; 1n 2 katina kadar degistiginde, paket diisme oraninin max,,

PR

den 1’e kadar degistigi anlamina gelmektedir. Bundan dolay1 max, nin 0.5 e ayarlanmasi
ile ortalama sira uzunlugunun max,, dan max; 1n 2 katina kadar degistiginde, paket diisme
orani 0 dan 1 ‘e kadar gesitlenir. Bu, paket diigme oran1 % 50 nin {izerinde bile olsa bir

dereceye kadar gii¢lii performans vermelidir [5].

max, nin 0.01 alt sir1, max, nin arzulanan limit araliginda harekete gegirilir.
Cok kii¢iik paket diisme oranli senaryolar i¢in, max, nin 0.01’e ayarlanmasiyla RED’in
diiriistce kuvvetini gosterecegine ve hi¢ birinin benzer sekilde ortalama sira uzunlugunu

hedeflenenden daha kii¢iik nesnelestiremeyecegine inantyoruz [5].
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4.3.2 a ve 3 Parametreleri

max, i¢in 0.01 den 0.50 ye artmalar1 i¢in minimum 0.49/a araliklarinda aldigini
not ettik; bu o ve aralik varsayilan paremetreleri i¢in 24.5 sn dir. Benzer sekilde 0.50 den
0.01 e diismeleri i¢in max, minimum Jlog 0.02/log f araliklarinda alir; bu varsayilan
parametrelemiz ile 20.1 sn dir. Verilen, bir sikigma seviyesinden digerine keskin bir
degisim, 25 sn, bundan dolayi, ortalama sira uzunlugunun hedeflenen araligin disinda
kalabildigi sirada, aralik {izerindeki iist sinir ve AQM in performansi bir dereceye kadar

disiiriilmiis olabilir [5].

a ve B nin Onerilen degerlerinde, normal sartlar altinda, max, nin tek degisimi,
ortalama sira uzunlugunu hedeflenen araligin iizerinden, altina tasidigi yada tersi
sonucunu ¢ikarmaz. $imdi basitlestirmek i¢cin max,, istikrarli duruma uyarlandig1 zaman,
paket diisme olasiligi ayni kalir ve ortalama sira uzunlugu avg basitce max, nin yeni
degerlerini eslestirmek i¢in kayar. Bundan dolay1, p < max, oldugunu varsayarsak, max,
a tarafindan arttir1ldig1 zaman avg’nin miny, + p/max, (maxy, - ming,) dan ming, + p/(max,+

o) (maxy, - ming,) a digsmesi beklenir.

a V4
(max ,+ o) max,

(max,—min,,) (4.1)

Eger sadece 0.2(max,, - ming) den daha diisiikse, ortalama sira uzunlugu hedef

araliginin tstiinden, altina tek bir aralikda degismemelidir. Bu % - 0.2 se¢imini
(max ,+ o)

onerir yada esit olarak a < 0.25 max, algoritmada gosterilen o nin varsayilan ayari bu

siirlamaya uymak zorundadir.

Benzer sekilde, max, nin ¢arpansal diisiisiinii (multiplicative decrease), ortalama
sira uzunlugunu hedeflenen aralifin altindan {istiine, max,nin tek bir diizeltmesi

sonrasinda gotiirmesine sebep olmamasini kontrol etmeliyiz. Benzer bir analizde a,



60

p(1-5)

(max,,—min, ) <0.2(max,—min,,) (4.2)
(max ,+ o)

oldugu siirece ortalama sira uzunlugu tek bir aralikda hedeflenen araligin altindan

hedeflenen araligin iistiine degismemelidir. Bu (/-5)/p < 0.2 se¢meyi yada esiti f > 0.83’1

secmeyi Onerir. Bu sinirlama f i¢in 0.9 varsayilan degerimiz i¢in saglanir.

4.3.3 RED Parametreleri max, ve w,'nun Ayarlanmasi

Yukarida tanimlandig: gibi Adaptive RED, RED’in max, parametresi lizerindeki
bagimliligimni kaldirir. RED i¢in ihtiya¢ duyulan parametre ayarlamalarin1 azaltmak i¢in,

max, and w, parametrelerinin otomatik ayarlanmasi i¢in prosediirler tanimlar [5].

Otomatik modda, max,; , miny, 1 ¢ katt olarak ayarlanir. Bu durumda
hedeflenen ortalama sira uzunlugu 2 x miny, etrafinda merkezlenir, ve sadece RED’in

miny, parametresi ile elde edilir.

Orjinal RED taniminda [4] verilen w, ayarlar: i¢in kilavuz, iletim sira uzunlugu
cinsinden RED tarafindan birbirine uygun hale getirilir, ve cevaplamada simdiki sira
uzunlugundaki degisme adiminda tahmin edici tarafindan zamana ihtiyag¢ vardir. [4] den,
eger sira uzunlugu bir degerden digerine degisirse, ortalama sira igin yeni degerin % 63
tine ulasmada, -/ < In(I- w,) paket ulasir. Bundan dolay1 -/ < In(1- w,), ortalama sira
uzunlugu i¢in tahmin edicinin “zaman sabiti” olarak atariz, bu zaman sabiti, kendi

kendine degil, paket gelislerinde tanimlanur.

NS simiilatoriinde varsayillan w, 0.002 ye ayarlanir edilir; bu 500 paketin
gelisinde bir zaman sabitine tekabiil eder. Bunun yaninda, 1 Gbps lik bir hat i¢in, 500
byte’lik paketlerle, 500 paketin gelisi RTT nin ¢ok kii¢ilik bir par¢asina karsilik gelir (100
ms’nin varsayilan rtt sinin 1/50.). Acikca yliksek hizdaki hatlar i¢in daha kiiciik w,
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gereklidir, boylece zaman sabiti RTT nin diginda kalir. Asagidaki yaklasimlarda [50,51]

otomatik modda, w, , hat bant genisliginin bir fonksiyonu olarak ayarlanir.

Otomatik moddaki RED igin, w, verilen bir zaman sabitine bir saniyenin
ortalama sira uzunlugu tahmin edicisi i¢in ayarlanir; bu on RTT’ye esittir, RTT 100 ms

olarak varsayilmistir. Bundan dolay1, w, yu,

w, =1-exp(~1/C) (4.3)

olarak ayarlanmistir. C, paket/saniye olarak hat kapasitesidir, belirtilen varsayilan

ol¢iiniin paketleri olarak hesaplanir.

4.4 Benzetmeler

Boliim 4.2 deki benzetmeler Adaptive RED’i Onerir, cesitli sartlarda, yiiksek
islem hacmine ve diisiik ortalama sira gecikmesine ulagsmak icin max, nin siirekli
uyarlanmas1 ve w, nun ayarlanmasi otomatik olarak yapilir. Bu béliimde Adaptive
RED’in davranigindaki {i¢ maddeyi daha yakindan ele alacagiz, salinimlar (oscillations),

etkiler (effects) ve yonlendirme dinamiklerine cevap (response to routing dynamics).

4.4.1 Salinimlarin Arastiriimasi

TCP’nin sikigiklik  kontroliiniin  geri besleme dogasindan dolayi, sira
uzunluklarindaki salinimlar ¢ok ortakdir. Bazi salinimlar ¢ok zararlidir, tiim islem hacmini
azaltir ve sira gecikmesindeki degisimi arttirir; diger salimimlar iyi huyludur ve islem
hacmine ve gecikmeye anlaml etkileri yoktur. Sekil 11 den 14e kadar, herbiri ortalama
sira uzunlugunu gosterir, bir benzetme 100 uzun yasamli akis ile , her biri 250 ms lik
RTT’lerle ve 15 Mbps’lik sikigsmis bir hat ile gosterilmistir. Tiim akislar, ECN ve 1000-

byte data paketi kullanir. RED sira yonetimi, miny = 20 ve max, = 80 e sahiptir.
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Sekil 4.10. RED, tek yonlii uzun yasamli trafik, w,=0.002 [5].

Sekil 4.10 daki benzetme, RED’i kullanir, herbiri sira uzunlugundaki salinimi
cesaretlendiren ii¢ faktorii vardir, (1) max, i¢in sabit (asir1 derecede kiigiik) bir deger;
esitlik (4.2) w, icin yiiksek bir deger; ve esitlik (4.3) uzun yasamli akislarin tek yonli
trafiklerinin karisimi igin basit bir trafik. Sekil 4.10, ortalama sira uzunlugunda dramatik
bir salinim gosterir, herbir salinimda, ortalama sira uzunlugu ming ‘in altina ve maxy;, ‘in
iistiine gider. Bu, yiiksek paket diisme oranini periyodu ile hi¢ paket diismeyenin periyodu
arasinda salinimlara ve sonu¢ da azalmig islem hacmi ve sira gecikmesinde yiiksek
degisimlere liderlik eder. max, nin asilmasi, genis paket diismenin formunda dogrusal
olmamaya maruz birakir, kullanimda diismeye karsilik gelir ve bu durumda min, 1n
altinda ortalama sira uzunlugunu keskince diisiiriir. Ama ortalama sira uzunlugu min,, ‘in
altina diigserse, ortalama paket diisme olasilig1 sifir olur, ve akislar yeniden, sonraki az
RTT’leri lizerinde sikisma pencerelerine yayilir, bu miinasebetle salinimlart devamh
tutarlar. Bu durumda RED % 90 hat kullanimina ve sira gecikmesinde yiiksek

degisimlerin listesinden gelir. Paket diisme oran1i ECN kullanilsa bile % 3.5 civarindadir

[5].
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Sekil 4.11. RED, zenginlestirilmis trafik, w,=0.002 [5].
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Sekil 4.11, boyle kotii huylu salimimlarin, ters yol trafii ve web trafigi igeren
daha gercekei trafik karisimlar ile titresimi ciddi bir sekilde azaltir; kotii ayarlanmis ve
Adaptive olmayan RED’le bile, salinimlarin en koétii etkilerinin ¢ogunlugu, hafifce daha

gergekcei trafik kullanildiginda distirtiliir]5].
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Sekil 4.12. Adaptive RED,tek yonlii uzun yasamh trafik, w,=0.002 [5].

Simdi Adaptive RED’in daha diisiik w, degerleriyle max, nin otomatik olarak
adaptasyonunu nasil sagladigin1 ve bu iki trafik senaryosundaki yolculuk iicretlerini
dikkate alacagiz. Sekil 4.12 de tek yonlii ve uzun yasamh trafik karigiminin basit bir
trafigidir, Adaptive RED, kotli huylu salinimlart ortadan kaldirmaya ve bunlari iyi huylu
salinimlara doniigtiirmeye calisir. 250 ms lik sabit RTT olmasina karsin, ne ters trafik nede
web trafigi, Adaptive RED kullanimin % 96.8’e ulasmasina ve ortalama sira uzunlugu
salinimini hedeflenen aralik i¢inde tutmaya calisir, kayip oranini ihmal eder (trafik ECN
kullanir). Koétii huylu salinimlar, Adaptive RED ile eger w, i¢in 0.002 nin daha genis
degerleri kullanilirsa kalicidirlar; max, nin adapte edilmesi ve w, i¢in iyi bir deger

secilmesi, bu benzetmede kotii huylu salinimlarin ortadan kalkmasi i¢in gereklidir [5].

Awrage Queue Length
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Sekil 4.13. Adaptive RED, zenginlestirilmis trafik, w,=0.002 [5].
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Sekil 4.13 de, sekil 4.12°nin iyi huylu salinimlarini, web trafik ve ters trafik,
daha gercekci karisimi ile gostermektedir. Burada onceki sekle gore paketlerin hedef
araliklar icindeki ortalama sira uzunlugunun degisimi daha diizensiz olarak gosterilmistir.

Bu durumda kullanim sekil 4.12°ye gore biraz daha ytiksektir.

4.4.2 Sira Agirhginin Etkileri

Sekil 4.1, azalan islem hacmi cinsinden w, nun ¢ok genis degerleri igin
performans degerini gosterirken, bu boliim w, nun ¢ok kiigiik degerleri i¢in, artan

ortalama gecikme cinsinden degerini gosterir.

Sekil 15’den 17’ye kadar, iki uzun yagsamli TCP akis1 ile basit bir benzetmenin
sonucunu gostermektedir. Herbirinin RTT’si 45 ms civarindadir, 15 Mbps’lik bir hat
iizerinde rekabet ederler. ikinci TCP akis1, 10 sn lik benzetme icerisinde 2.5 de baslar. iki
TCP akistyla ortalama sikisma penceresi 85 paket civarinda olmalidir. Her {i¢ benzetme de
Adaptive olmayan RED kullanmistir, ve sadece w, degerleri farklidir. Bu benzetmeler
ayn1 zamanda w, nun ¢ok kiiglik degerleri i¢in bedelinin birini gosterir, anlik sira

icerisinde genis bir cevap i¢in gli¢lendirilmis olarak artis yavaslamaya baslar.
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Sekil 4.14. RED, 0.002 de ¢ok genis w,, iki akis [5].
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Sekil 4.15. RED, 0.00027 'de w, igin otomatik ayarlar [5].

Sekil 4.14’deki benzetmede, w, ‘nun 0.002 ve genis degerleri i¢cin RED
kullanmistir. Benzetmeleri tamaminda min,, ve max,, ‘1 otomatik ayarlar, sonugta min,;, 19
pakete max,;, da 3 ming, a ayarlanir. Sekil 4.14 o andaki ortalama sira uzunlugunu gosterir.
Ek olarak bu RED tarafindan tahmin edilir. Her ne kadar ikinci TCP, yavas baslamasi
istenen sikisiklik penceresine ulasmadan yavasca keser (sekil 4.14), sekil 4.14 ve 4.15, bu

senaryo i¢in kabul edilebilir uygun iyi performansi gosterirler.
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Sekil 4.16. RED, 0.0001 'de w, ¢cok kiiciik [5].

Buna karsin, sekil 4.16, w, ‘nun ¢ok kii¢iik degerlere ayarlanmasimin bedelini
gostermektedir. Bu benzetmede w, = 0.0001, sonucda da sikigmadaki ani artislarin
tespitinde RED yavastir, ve 2.5. zamanda olan sikismayi, sirada 350 paket oluncaya kadar
tespit edememektedir. Bu benzetmede, siradaki keskin artig, tek bir yiliksek bant
genigliginin yavas baglamasindan olmaktadir, ama artis, ani kalabalik yliziinden
olabilmektedir, bir yonlendirme basarizlig1 yada bir denial of service saldiris1 vb. Bu

benzetme genis bir tampon bellek size calisir, ve 350 paketin depolanmasina izin verir.
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Eger tampon bellek size daha kiiciik olsaydi, benzetme basitce tipik drop-tail sira
yonetimi davranisina donebilirdi,( bir verinin penceresinden fazla sayida paketin
diisebildigi). Bir dizi senaryo kesfettik ve hemen hemen tiim durumlari, hatta kararlilik-
durum senaryolarini bile inceledik, w, ‘nun esitlik (4.1) de onerilenden daha kiigiik bir

degerini kullandigimizda hat kullanimi1 zarar gérmektedir.

4.4.3 Yonlendirme Degisimlerinin Benzetmesi

Bu boliim, kisaca Adaptive RED’in iletim davranigini yonlendirme degisimleri
yliziinden, yiikiinde keskin degisimler olan ¢evreleri inceler. Sekil 18, benzetmede
ortalama sira uzunlugunu zamanin bir fonksiyonu olarak gosterir, 50 sn den 60 sn ye ¢ikis
hatt1 mevcut olmayabilir. Benzetme topolojisi, daha diisiik 6ncelikli ama sadece yarim hat
kapasitesi igeren alternatif bir yol igerir. Boylece TCP baglantilar1 hat kesintisi sirasinda
da paket gondermeye devam edebilir. Hat geri geldigi zaman, tiim yiik esas hatta geri
kaydirilir. Hat kullanimi1 10 sn lik periyodda %88.3 e ulasir, hemen tamir eder ve sonraki
10 sn igerisinde de % 96.1’¢ ulasir. Bundan dolay1, bu senaryo Adaptive RED’in iyi

dinamik 6zelligini gosterir [5].
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Sekil 4.17. Yonlendirme degisikligi ile ortalama sira uzunlugu degisimi [5].
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4.5 [slem Hacmi ve Gecikme Arasindaki Degisimler

Verilen Adaptive RED algoritmast ve max; ve w, nun otomatik olarak
ayarlanmasi bu bolimde daha Once tanimlandi. Geriye sadece tanimlanacak kritik
parametre olarak hedeflenen ortalama sira uzunlugu kaldi. Adaptive RED ortalama sira
uzunlugunu min,;, ‘in iki kati olarak siirdiiriir; bundan dolay1 verilen bir hedef igin
ortalama sira uzunlugu, min, ‘in ayarlanmasi dogrudur. Zor kismi ise istenen ortalama

sira uzunlugunun elde edilmesidir [5].

Bir yonlendirici i¢in en iyi ortalama sira uzunlugu, islem hacmi ve gecikme
arasindaki takas (trade off) oranin bir fonksiyonudur. Bu takas, politikanin gerekli bir
sorusudur. Bunun yaninda, islem hacmi ve gecikme arasindaki bu takaslar, kiimelenmis
trafigin karakteristiginin bir fonksiyonudur. Bundan dolay1 tek yonli trafikli senaryolar,
uzun yagamli akiglar, kisa RTT ler ve istatistiksel ¢oklamanin yiiksek seviyesi, hem ¢ok
yiiksek islem hacmine hemde ¢ok diisiik gecikmeye izin verir, senaryolar daha yiiksek
patlamalarla iken, sonuglar iki yonlii trafikden ve web senaryosundan istatistiksel
coklamanin diisiik seviyeleri ile islem hacmi ve gecikme arasinda biraz daha zor takas

gerektirir [5].

En iyi olma sorununun arkasinda ayrilirken, siradaki Jacobsen [50] de ve
benzetme scriptleri [52] de, otomatik modda, min,, 1 hat bant genigliginin bir fonksiyonu
olarak ayarlariz. Yavas ve makul hat hizlar i¢in, min, in bes pakete ayarlanmasinin iyi
calistigini bulduk, boylece bunu, otomatik modda ming, 1n alt sinir olarak kullanabiliriz.
Yiiksek hizdaki bir hat i¢in, on paketlik ortalama sira uzunlugu, gecikme bantgenisligi

iirlinline oranla ¢ok kiicliktiir, ve sonugta islem hacmi ¢ok siddetli kaybolmaktadir.

Islem hacmi ve gecikme arasindaki giivenilir bir takas icin ydnlendirici sira
gecikmesi, varsayilan degeri olarak 100 ms kullanilan, ugtan uca RTT’ nin sadece kii¢iik
bir parcasi olabilit. miny = delayi,qC / 2 ayarlanmasi hedeflenen ortalama sira

gecikmesi, delayqrqe: 1 sn cinsinden verir. C paket/sn cinsinden hat kapasitesidir. Otomatik
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modda delayiarge: 1 5 ms olarak kullaniyoruz, ming 1 Max/5, delayi.q..C / 2] paket olarak
ayarliyoruz bu doniisiim mintreshi 100Mbps bir hat i¢in 12.5 pakete ayarlar.
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BOLUM 5

RED DINAMIKLERI VE KARARLILIK KONTROLU

Bilindigi gibi TCP/RED c¢ilgin gibi salinim yapabilir ve bu salinimi RED
parametrelerini ayarlayarak diisiirmek oldukga zordur [21,22]. AIMD stratejisi TCP Reno
tarafindan c¢aligtirillir (ve onun degistirilmis hali olan NewReno ve SACK) ve giiriiltii
trafik gibi etkin bir sekilde TCP tarafindan kontrol edilemez. Siiphesiz bu salinima katkis1
vardir. Son ¢ikan modeller 6rnegin [10],[49], bunun, protokoliin ka¢inilmaz bir sonucu
oldugunu belirtmektedirler. Bu bdliimde, daha c¢ok kanitla bu goriis desteklenmistir.
TCP/RED salinimlarinin sadece AIMD arastirmalarindan ve trafik giiriiltiisiinden
kaynaklanmadigini ama temel olarak kararsizligindan kaynaklandigini kanitlamaya
calisilmistir. Salinimin AIMD bilesenin disindaki diizeltmeden sonra ortalama davranisi
kiigtik rastgele dalgalanmalarla salinmaz olabilir (protokol kararli oldugu zaman), yada
rastgele dalgalanmalardan daha genis genligin sinir devirlerini gosterir (kararsiz oldugu
zaman). Dahas1 bu niteliksel davranig, genis miktarda giiriiltiili trafik oldugu zaman bile
ve hatta kaynaklar farkli gecikmelere sahip olduklarinda bile kalicidir. Sonug olarak
kararlilig: biiyiik 6l¢iide TCP/RED ’in dinamiklerinden elde edilir.

Bu TCP/RED’in kararlilik karakterini motive eder. Ilerleyen béliimlerde genel
bir TCP/RED‘in dogrusal olmayan bir modelini gelistirilmistir. Bu modelin dengeli yapis1
kaynak [25]’de sikisiklik kontroliiniin toplu kaynak 6zelliklerini en yiiksege ¢ikarabilmek
icin  ¢esitli TCP/AQM’lerin baglica ikili algoritmalarin internet iizerinde disariya
tasinmastyla analiz edilmistir. Burada, model etrafinda dengeli bir sekilde
dogrusallagtirilmasiyla yerel kararlilig1 gosterilmistir. Bu dogrusal model tek hatt1 kaynak
[26]’nin kaynak modeli olarak genellestirir. Bu modelin gecerliligi benzetmelerle ve
TCP/RED’in kararli bolgeside sekillerle gosterilmistir. Karisik kaynaklarla tek bir hattin
0zel durumu i¢in yeterli kararlilik sartlarii elde ettik. Bu gecikmeler artarsa yada hat

kapasitesindeki artis daha fazla goéze batarsa TCP/RED’in kararsiz oldugunu gosterir.
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TCP tarafindan tanitilan kazang, tek bir hat durumunda benzer kaynaklar
tarafindan paylasilir, bant genisligi gecikme {riiniiniin karesine orantilidir ve tersine
kaynaklarin sayistyla orantilidir. Boyle bir yliksek kazang, gecikme yada kapasite yliksek
oldugu zaman kararsizliga sebep olur ve olduk¢a zor RED tarafindan yeri doldurulur.
RED parametreleri kararlilig1 arttirmak i¢in ayarlanabilir ama dinamik olarak ayarlansa

bile sadece genis sira degerinde olmalidir.

Bu onerilere gore gelecekteki aglar igin kapasite genis olacagindan tam uygun
degildir. Bu boliimde, kaynak [27]’de gelistirilmis basit bir sikisiklik kontrol algoritmasi
sunulmustur, bu merkezsiz bir sekilde kaynaklar ve hatlar tarafindan belirtilmistir ve
kararlidir. Bu, rastgele secilen gecikme, kapasite, yliik ve yonlendirme icin dogrusal
kararliligin devamini saglar. Dahasi, ihmal edilebilir siralarla, dengeli bir sekilde, ytliksek
ag kullanimin1 basarir. iletim cevabi gibi performans kaybi olmadan basarilan, bunlarin

yararlarin1 gosteren temel benzetmeleri sunulmustur.

5.1 TCP/RED Salinimlari

AIMD’nin, trafik giiriiltiisiiniin ve gecikmelerin karigik olmasinin ortalama
pencere ve anlik sira lizerindeki etkisi nedir ? Bu béliimde protokol kararsizliklari ile etki

sinirlarini karsilagtirmali olarak gosterecegiz.

ns-2 simiilatoriinde, daralan kisim 9 paket/ms olarak simiile edilmistir (sabit
paket Olciisii = 1000byte). Hat ‘byte’ modunda ECN isaretlemeli (6rnegin dogrulanan
paketler ihmal edilebilir bir olasilikla isaretlenir) RED c¢alistirir. RED parametreleri, max;,
= 0.1, ming = 50 paket, max,;, = 550 paket, agirlik sira ortalamast i¢in o = 10™* diir. Hat 50
devamli FTP kaynagi tarafindan paylasilmaktadir. Benzetme hem tek yonlii hemde iki
yonlii trafikle calistirildiginda, davranisi ¢ok benzerdir. Sekil 5.1 ve 5.2 ¢ift yonlii trafigi
gostermekte, sekil 5.3 ise tek yonlii trafigi gostermektedir. Internetteki dlgiilerin %
85’inde RTT 15-500ms aralifindadir. Benzetmeler gecikmelerle bu aralikda

gosterilmistir.
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Sekil 5.1. Guiriiltiisiiz pencere ve sira izleri. Benzetme parametreleri : 50 kaynak, kapasite

= 9 paket/ms, RED = (0.1,50,550,10°%) , byte mod ile isaretleme, iki yonlii trafik.

Sekil 5.1 iki durumun sonucunu vermektedir, bunlar baglantilarin benzer gidis
doniis gecikme yayilmasina sahip olduklarini ve her iki yonde de trafik olusturulmasidir.
Sekil 5.1(a) kisisel pencere (agik egri) ve ortalama pencere (koyu egri) ortalama 50
kaynak {iizerinde, her iksinide zamanin fonksiyonu olarak gostermektedir. Gidis doniis
gecikme yayilmasi kiigiik (bu durumda 40ms) oldugu zaman bunlar tipik izleridir.
Reno’nun AIMD’si yiiziinden olusan salinimlar kisisel pencerede gobze c¢arpar ama
ortalama pencerede goriinmez. Beklendigi gibi siranin kisisel pencereyi ortalamasindan,
ayrica rastgele kiigiik dalgalanmalarla diizelmis bir iz goriiniir, sekil 5.1(b) de gorildigi
gibi. Protokoliin ortalama davramisini diisiindiiglimiizde, bu durum ig¢in kararlidir

(salinimsiz).

Sekil 5.1(c) ve (d), gidis doniis gecikme yayilmasi (round trip propagation delay)
200ms’ye ¢ikarildigr zaman ki karsilik gelen pencereleri ve siray1 gostermektedir. Burada
kisisel pencerenin daha genis bir genlikle salinimindan daha Onemli ortalamasi
deterministik devir smirlarim1 gdstermektedir. Bu ayrica sira izinide gostermektedir.

Protokoliin kararsiz bir usulde oldugunu sdyleyebiliriz.

TCP/RED tarafindan etkin bir sekilde kontrol edilemeyen giiriiltii gibi gecikme
ve kayiplara kars1 duyarl trafiklerinin etkisi nedir ? Niteliksel olarak anlayabilmek i¢in,

iki yonlii 50 devamli FTP baglantisina kisa http kaynaklar1 ekleriz. Her bir http kaynagi
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gidecegi yere tek bir paket istegi gonderir, daha sonra ¢arpansal olarak dagitilmis (demek
istedigimiz 12 tane 1KB paket) biiyiikliikteki yanitlanir. Kaynak tamamen veriyi aldiktan
sonra rastgele bir siire bekler, 500msec ile ¢arpansal dagitilir ve islemi tekrar eder. Istek
ve cevapda TCP baglantis1 iizerinden tagmmustir. Iki siimiilasyon kiimesi yiiriitiildii,
birincisi 60 http kaynagi ile % 10 giiriiltii olusturuldu (6rnegin devamli FTP kaynaklari
daralan hat kapasitesinin % 90nin1 kapladi), ikinci kiime ile 180 http kaynagi %30 giirtiltii
olusturdu. Sira izleri, yayilma gecikmesi 40ms ise kararli, 200ms ise kararsizdir, bunlar
%10 luk bir giiriilti yogunlugu ile sirasiyla sekil 5.2(a) ve (b) de gosterilmistir. Sekil
5.2(c) ve (d) ise giiriiltii yogunlugu %30’dur. Sira ve ortalama pencere’nin davraniglari
protokoliin kararlilig: ile baskinlastirilmistir. Kararli yonetimde (40 ms gecikme), giiriiltii
trafigi ortalama sira uzunlugunu yavasca arttirir. Bu isaretleme olasiligini arttirir ve FTP

kaynaginin ortalama penceresini diistiriir.
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Sekil 5.2. Giiriiltiisiiz sira izleri. Benzetme parametreleri : 50 kaynak, kapasite = 9

paket/ms, RED = (0.1,50,550,107) , byte mod ile isaretleme, iki yonlii trafik.

Onceki tiim benzetmeler, benzer yayilma gecikmeli kaynaklar i¢indir. Kaynaklar
farkli gecikmelere sahip oldugu zaman, dinamik davramslar1 ¢cok degisir mi ? Onceki
deneyleri giiriiltiisiiz ve gecikme araliklar1 Ims artisda 40ms’den 64 ms’ye kadar olan, 50
devamli tek yonlii baglantilar ile tekrarlayacagiz. Tiim gecikmeler genis bir aralikda asagi
veya yukari ayarlandigi zaman ki dinamik davraniglarini Ogrenecegiz. Gecikmelerin
benzemesi durumunda davranislarda, daha fazla sira salmimlari ile niteliksel olarak
benzer. Sekil 5.3(a) anlik siray1 gostermektedir. Ayarlama(scaling) faktorii 0.3 (gecikme
araligir 0.3ms’den(40) 0.3ms’ye (64) ),ortalama gecikme 15.6ms dir. Sekil 5.3(b) ayarlama

faktorii 4 ve ortalama gecikme 208ms oldugundaki siray1 gostermektedir.
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Sekil 5.3. Karisik gecikmelerle sira izleri. Benzetme parametreleri : 50 kaynak, kapasite =

9 paket/ms, RED = (0.1,50,550,10™) , byte mod ile isaretleme, tek yonlii trafik.

Kararsizlik ii¢ potansiyel probleme sebep olur. Birincisi, kaynak oraninda ve
gecikmedeki stresi arttirir ve bazi uygulamalar igin zararli olabilir. Ikincisi, kisa siirecli
baglantilar1 hiikmiine alir, bu baglantilar tipik olarak gecikme ve kayip, gereksiz gecikme
ve kayip i¢in hassasdir. Son olarak eger siralar bos ve dolu arasinda sigrama yaparsa,

hatlarin kullanimina yol gosterir.
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Bundan dolay1 protokol kararliligi, TCP/RED’in dinamiklerini biiylik olctide
belirler. Simdi TCP/RED kararli oldugu zamani karakterize edecegiz.

5.2 Dinamik Model ve Kararlilik

Bu bolimde kararsizligin  baslangicin1  tahmin  etmek i¢in  gelistirilen
TCP/RED’in bir modeli kullanilmistir. Dogrusal olmayan bir modelle basladik ve denge
ozelligi hakkinda bazi gorisler belirttik, sonra denge etrafinda modeli dogrusallagtirdik.
Dogrusal modelin ns-2 simiilatorii ile  dogrulugunu sagladik ve TCP/RED’in kararh
bolgelerini sekillerle gosterdik. Son olarak karisik kaynaklarla tek bir hattin 6zel durumu

icin kararlilik sart1 elde edecegiz.

5.2.1 TCP/RED’in Dogrusal Olmayan Modeli

Bir ag L hatlarinin (sinirh kaynaklar) kiimesi olarak sinirli kapasitelerle ¢ = (¢, [ €
L) modellenir. i ile indislenmis / kiimesindeki, N kaynagin kiimesi tarafindan
paylastirilmistir. Her bir kaynak i, L; hatlarinin C= L kiimesini kullanir. L; kiimesi LxN

yonlendirme matrisini belirtir.

1 lel,
R, = . .
0  aksitakdirde
Her bir / hattiyla iligkilendirilmis olan isaretlenme olasiligidir p;(?) t zamaninda
ve her bir s kaynagi ve penceresi w;y?) t zamanindadir. TCP Reno w;(?) nin nasil
ayarlacagint ve AQM’de p;(?) nin nasil giincellendigini tavsiye eder. Birlikte geciken geri
besleme sisteminin bir formudurlar ve internet {izerinde azami dereceye ¢ikarma

problemini ¢6zmek i¢in dagitilmis ikili esas (primal-dual) algoritma disar1 taginir [26,30].

i kaynaginin ¢ zamaninda bir RTT tanimlanir.
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r()=d,+Y R, (5.1)

i

d; gidis doniis yayilma gecikmesidir ve by(t), [ linkinde ¢ zamanindaki geciktirmedir.

kaynak i’nin orani x;(?) t zamaninda ,

%, () =) (5.2)
7,(2)
[ hattindaki tiim akis orani
UOEDWEAGAG) (5.3)

7/ (t) kaynak i den [ hattina ilerlemis gecikmedir. Ugtan uca isaretleme olasilig i
kaynaginda ¢,(t)=1-TI_, (1- pl(t— 7] (¢))) olarak gozlemlenir. 7, (¢), [ hattindan i

kaynagina geriye dogru olan gecikmedir. Tiim # ler icin py?) kiigiik olarak disiiniiliir,

boylece ugtan uca olasilik yaklasik olarak sdyledir.

q:(t) =3 Rypl(t = 7;(1)) (5.4)

Geciken hat olasiliklarinin toplamudir. Ileriye ve geriye dogru olan gecikmeler RTT

boyunca,
7,(t) =7/ (1) + 7;(t) (3.5)

ile iliskilidir, her / € L; dir.
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Simdi TCP Reno ve RED modellerine bakacagiz. TCP Reno’nun AIMD
algoritmasina odaklaniyoruz. ¢zamaninda, i kaynaginin iletim orani x;(z) paket/sn; bundan
dolay1 ACK’leri x;(t — ti(t)) oraninda alir, her paketin dogrulandigi varsayilir. Bu
ACK’lerin bir pargast (1 — g;(t)) pozitifdir, her bir artis pencereyi w;(z), 1 / w;(t) kadar

arttirir; bundan dolay1 w;(?) penceresi artar, ortalamada,

xi(t— (1) (1 —qi(t)/wi(t)

oranindadir. Benzer sekilde negatif ACK ’ler

xi(t — (1) qi(1)

ortalama oraninda alinirlar, herbiri pencereyi yariya indirir ve bundan dolayr w;(z)

penceresi x;(t — ti(t)) qi(t)wi(t)/2 oraninda diiser. Bundan dolay1 pencere Reno altinda

@AU=&0—a@»ﬂ—%0»;%5—&0—%0D%0ﬂ%¥2 (5.6

formiiliine gore gelisir. g;(?) esitlik (5.4) de verilendir.

RED’i modellemek i¢in b;(?) anlik sira uzunlugunu t zamaninda b,(z) > 0 oldugu

zaman gelisir.

bt =y, (-, (5.7)

vi(?), esitlik (5.3) de verilen akis oranidir ve ¢; hat kapasitesidir. Ortalama sira uzunlugu

ri(¢) olarak belirtilir. bu su formiile gore giincellenir,

Fi(6) = e, (6) =0, (1)) (5.8)

bazi sabitler i¢cin 0 < oy < 1 dir. Verilen ortalama sira uzunlugu r(?) isaretleme olasiligisu

sekilde verilir,
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0 n() <D,
| pn-pb, b, <r,(t)<by
)= mnO)-(1-2p,)  bi(t)<r(t)<2b 7
1 7,(t) = 2b

b, ,Z_)l,ve,]_y ;, RED parametreleridir, ve

:_pz ve 7, ::1__pl
bl_é[ b/

P

Ozetle, TCP/RED esitlik (5.6 - 5.9) tarafindan modellenmektedir ve ag boyunca

birbirlerine bagli olmalar esitlik (5.3 - 5.4) tarafindan modellenmektedir.
Hatirlatmalar :

1. Kaynak [5] ve kaynak [7] den, TCP/RED modelini esitlik (5.6 - 5.9) yorumladik
ve diger TCP/AQM modelleri , toplu kaynak 6zelligini internet iizerinde en fazla
yapabilmek i¢in dagitilmis esas-ikili algoritmalar1 digariya tagindilar. Kaynak orani
xi(t) yi, TCP tarafindan tekrarlanan esas degiskenler olarak ele alirsak ve
isaretleme olasiligi py?) yi  AQM tarafindan tekrarlanan ikili degiskenler
(Lagrange multipliers) olarak ele alabiliriz. Farkli protokoller, farkli giincelleme
kurallarina karsilik gelir ve farkli ara¢ fonksiyonu U yu en fazla yapar. TCP Reno

nun ara¢ fonksiyonu soyle elde edilir.

Ui(xi):gtan_l[%]

buna karsilik TCP Vegas [31] ise,

U;(x;) = orlogx,
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Verilen ag topolojjisi R , hat kapasitesi ¢ , ve TCP araci (utility) U, buradan basit
bir konveks programin c¢oziilmesiyle, ilgisi olan her denklik o&zelligini elde
edebiliriz. Bunlar islem hacmi, kayip, gecikme farkli TCP protokollerinin

etkilesimi ve ayrilmis denge oraninin dogrulugudur.

2. Reno’nun birgok gergeklestirimi yada degisik bicimleri, herbir RTT’ de en az bir
kere pencereyi ikiye bdler. Bu durumda, esitlik (5.5) deki ¢arpimsal azalma
(multiplicative decrease) terimi —g;(2)wi(?) / 2t(t) ile yer degistirilir. Buradaki tiim
benzetmelerde, isaretleme olasiligi c¢ok kiigliktiir , bir RTT’de birden ¢ok
isaretlenme olasiligr ihmal edilmistir. Bundan dolayi, carpansal azalmanin iki

modeli arasindaki farklilik ihmal edilebilir.

5.2.2 TCP/RED’in Dogrusal Modeli

TCP/RED’i esitlik (5.6 -5.9)’da denklik etrafinda kararliligr ile ilgili
calisabilmek icin dogrusallastirdik. Bircok basitlestirici varsayim yaptik. Birincisi
yonlendirme matrisi R yi tiim satir siralarini dolu olarak varsaydik boylece tek bir denklik
kaybolma olasihig vektdrii p  vardir (Lagrange multiplier). Ikinci olarak, denklik
isaretleme olasiligini tam olarak pozitif olan sadece daralan(bottleneck) hatlarin, modelde
icerildigini varsaydik. Dahast sistemin b; < ry(?) < b; , bolgesinde isledigi diisiiniiliir,
bdylece isaretleme olasilig1 ortalama sira uzunlugunda afine edilmis olur, pi(?)= pi(ri(t) -
by). Son olarak , gidis doniis gecikmelerindeki degisikliklerde, zamanda anahtar varsayim

yapmustik.

Gidis doniis gecikmeleri iki yerde goriiliir; birincisi pencere w;(?) ve oran x;(t)
arasindaki iliskide, esitlik (5.2) de belirtildigi gibi ve ikinci olarak, akis orani y;(?) nin
zaman argiimaninda, esitlik (5.3) de ifade edildigi gibi ve uctan uca isaretleme olasiligi
qi(t) de, esitlik (5.4) de ifade edildigi gibi. ilk iirlinde anlik sira gecikmesinin dahil olmasi,

eger sira gecikmesi yok sayilirsa veya sabit varsayilirsa niteliksel olarak farkli bir
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modeldir. Anlami1 sudur ki, sira bir toplayic1 degildir ama daha karmagik dinamikleri
vardir; esitlik (5.11)’e bakiniz. Teorem 2’nin ispati, bu dinamigin TCP/RED’in kararlilig:
icin kritik oldugunu gosterir. Sonuc¢daki dogrusal model benzetmeyle eslesir, eger sira
gecikmesi sabit varsayilirsa, farkedilir bir sekilde daha iyidir. Ikincideki zaman degisimli
gecikmeler dogrusallagsmay1 zorlastirir, ve denk degeri(denklik sira gecikmesini igerir ) ile
yer degistirilir. Bundan dolay1 zaman degisimli gecikmeleri esitlik (5.1) ve esitlik (5.2) de
kullaniriz, ama yaklasik gecikmeler 7,(¢),7; (1), Th (z) esitlik (5.3) ve esitlik (5.4) deki

denk degerleridir.

Bu varsayimlarla, Reno/RED’i tek denklik etrafinda dogrusallastirdik. Esitlik
(5.5)’den Reno,

WP o WE=7) 1 NAGRANNG,
Wi(t)—(l ZRlipl(t )}T(t 7) W) 22 D (= —i(t—Tl.)

olur. Dogrusallagma sonrasi {iriinler,

;Vi (0=

P (= Th)_ ' w, (1)

idi

burada g; =Y R,p, ugtan uca olasihgn dengesidir, ve w, = x, 7, denge penceresidir.
Denge etrafinda, tampon islemi RED altinda gelisir,

w,(t— w(t-7;) )

o= ZRII 7.(t-7;)

i

w,(t—1])
= ZRH f n
/ d, +ZkRkikai(t_Tii ) ¢,
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T, =d, +zk R.b; /c, dengeli RTT dir (sira gecikmelerini igerir). Dogrusallasma sonrast,

sunlara sahibiz,

b w. t—Tf wf‘ .
b(z>=2Rﬁ’(T”)—ZZRﬁRM2—’bk<r—rl{ )
i 1 k i

i Ti Ck
eger RTT’de ihmal edilmis veya sabit varsayilmig sira gecikmesi varsa yukaridaki ikinci
terim yok sayilabilir. Cift toplama isareti, her kaynak i ile hat / yi paylasan tiim & hatlar

tizerini toplar. Bu agdaki hat dinamiklerinin paylasilan kaynak boyunca birlestigini

soylemektedir. L;bk (t—7}) terimi, kaynak i nin paketleri yiiziinden & hattinda, FIFO
i~k

sirasinin altinda kabaca gecikmistir. Bundan dolay1 gecikme by(?), [ hattinda, diger &
hattinda paylasilan kaynak i nin gecikmesiyle uygun oranda azaltir. Kaynak i nin

yolundaki gecikme / hattinda paket alan kaynak i nin oranin azaltir, b;(?) azalir.

Herseyi bir araya koyarsak, Reno/RED, Laplace domain’de su sekilde belirtilir.
w(s)=~(sI + D))" D,R; (s) p(s)
p(s)= (s +D;)" D,b(s)

b(s)=(sI + R, (s)D;R" D)™ R, (s)D,(s)

Dl=diag[ﬂ} Dz=dz'ag( 1*} D, =diag(eic,), D, =diag(a,c,p,),
T.

1

D, = diag[%} D, = diag[cl} D, = diag[%} diagonal matrisleri ve Ry (s) ve Ry(s)
i / I}
geciken ileri ve geri dogru yonlendirme matrisleridir,su sekilde tanimlanir.

1

r

R, 9] =1¢ le L, (5.10)
' ' 0 aksitakdirde



83

—bs

e’ le L

R, (5)], = o (5.11)
0 aksitakdirde

kaynak [25]’in benzer-kaynak modelini tek hattan, birden ¢ok hatta, karisik kaynaklarla

genellestirir.

5.2.3 Gegerlilik ve Kararlilik Bolgesi

Sistem kararli oldugunda, dogrusal modelimizin gegerliligini ve kararlilik

bolgesini sayisal olarak sekillerle, bir seri deneyle sunduk.

Kapasitesi ¢ paket/ms olan tek bir hat ve bu hattin N kaynak tarafindan benzer
gidis doniis yayillma gecikmesi d ms ile paylagildigini diigiinelim. N= 20,30......., 60 i¢in
kapasite ¢=8,9,.....,15 pkt/ms ve yayilma gecikmesi d = 50,53,......, 100 ms, geri besleme
sistemi (L(jw)) nin (11)’de, dongiisel kazancinin Nyquist planini inceliyoruz. Her bir (N,c)
Sms’lik artisda gecikme d,,(N,c) elde edilir. Bu, sistem (N,c) de, dogrusal modele gore
kararlilikdan kararsizliga gecis gecikmesidir. Bu gecikme i¢in, L(jw) ‘nin fazinda f,,(N, c¢)
kritik frekans1 —/7 olarak hesaplanir. L(jw) nin hesaplanmasinda, dengeli RTT 7, yayilma
gecikmesinin toplami d,(N,c) ve dengeli sira gecikmesi gereklidir. Sira gecikmesi
[26]°deki duality modelden hesaplanmaktadir. Bundan dolayi, her bir (N,C) ikilisi, 50ms
ve 100ms arasindaki gecikmede ancak kararsiz olur, Kritik (yayilma) gecikmesi d,,(N,c) ,
ve kritik frekans f,(N,c) analitik modelden elde edilirler. Tiim deneyler i¢in, bazi
parametreler sabit tutulmustur, o = 10, p=0.1 / (540-40)=0.0002, ve =0.5 .

Bu deneyler ns-2’de devamli FTP kaynaklar1 ve ECN isaretlemeli RED ile
tekrarlanmistir. RED parametreleri (0.1 , 40paket , 540 paket , 10* ) olarak a ve p
degerlerine tekabiil eder. Her bir (N,¢) ikilisi i¢in, sistem kararlilikdan kararsizliga
gectiginde, kritik gecikme d,s(N,C) yi elde etmek i¢in sira ve pencere egrilerini inceleriz.

Kritik frekans f,(N,C) yi, sira egrisinin sira salimiminin temel frekansi olan FFT’den
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Olceriz. Bundan dolayi, dogrusal modele karsilik gelen, benzetmelerden kritik gecikme

dys(N,C) ve frekans f,5(N,c) 'yi elde edilir.

Model tahminini benzetme ile karsilastiririz. Sekil 4.4(a) , dogrusal modelden
hesaplanan d,(N,C) kritik gecikmeye karsin ns-2 simiilatoriinden  d,(N,C) kritik
gecikmesini ¢izimini gostermektedir. Her bir data noktasi 6zel bir (N,c) ikilisine karsilik
gelmektedir. Sekil 4.4(b) kritik frekans f,(N,c) ye karsilik gelen f,(N,c) ¢izimini
vermektedir. Model ve benzetme arasindaki arasindaki anlagsma olduk¢a mantikli

goriinmektedir.

Statik bir hat modeli diisiinelim ve isaretleme olasilig1 hat akig oraninin bir

fonksiyonu olsun,

Pi(1) = fi(yi(t)

Sonra, dogrusallagan model,

PO =1 )y (1)

burada, £,'(y;), fi nin tiirevidir ve dengeden elde edilir. Ayrica sekil 4.4(b) de goriilen

kritik frekans, bu statik-hat modelinden tahmin edilmistir. ( f;'(y;)= pile, bu kritik

frekans! etkilemez), yukarida tanimlanan ayn1 Nyquist ¢izim metodu ile kullamilir. ilgili
zaman skalasinda sira dinamiklerini anlamli olarak gostermistir.
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(a) Kritik gecikme (ms)

SR Py G
s -

*me

e

-t /
rab
Lhd 2

L3

i 3 -
-

ctatio-link madal

o ea.
- “ »

dynamio~iink model

30 data pointc
e O e

Pejeeriy N

(b)Kritik Frekans (Hz)

WOTE et e Sw g 6 TR e gy

(c)Kararl bolge

Sekil 5.4. Onaylama ve kararli bolge. Her bir N i¢in, egrinin iistiindeki bélge

kararsizdir ve alti kararlidir.

Sekil 4.4(c), dogrusal model tarafindan anlatilan kararlilig1 gostermektedir. Her
bir N icin, kapasite ¢ ye karsilik kritik gecikme d,,(N,c) nin grafigini gosterir. Egri kararl
(alt) ve kararsiz (list) bolgeleri ayirmaktadir. Negatif egim, gecikme veya kapasite ¢ok
biiylik oldugunda TCP/RED’in kararsiz oldugunu gostermektedir. N artarsa kararli bolge
genigler, Ornegin kiiclik yiik kararsizliga neden olur. sezgisel olarak, daha genis bir
gecikme yada kapasite yada daha kiiciik bir yiik, daha genis dengeli pencerelere liderlik

eder; bu da TCP’nin genis bir pencere Ol¢iisiinde rahatsiz oldugunu dogrular.
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5.2.4 Kararlilik : Tek Hath Kangik Kaynaklar

Simdi N karisik kaynakla tek bir hat durumunda kararli bolgeyi tanimlayacagiz.

Son alt boliimiin dogrusal modelini bu duruma 6zellestirirsek, ileri gecikmeyi RTT nin bir

pargasi olarak B € (0,1), 7/ = fr, ve hat diismesi alt simgesi /, déngii kazanci olarak ,

L xp 1 L o= (5.12)
~T S+ . +
; Tlp (TlS p Wl) S+aoc S+—Z X, e—ﬂms
c—"7T,

L(s)=

elde edilir.

fIk terim, TCP dinamiklerini , ikinci terim RED ortalamalarini {i¢iincii terim
tampon bellek islemini ve son terim de ag gecikmesini tanimlar. Tiim kaynaklar benzer
RTT’lere sahiptir, 7; = 7, ve ileri gecikmelerin sifir, f# = 0, oldugu 6zel durumda kaynak
[25]°de analiz edilir. Kapali-dongili durumu igin yeterli sartlar1 saglarlar ve bunlar1 a ve p

RED parametrelerini ayarlamak i¢in kullanirlar.

Asagida kullandigimiz baz1 denge 6zelliklerini toplayan bir yardimer 6nerme ile

baslayabiliriz. Esitlik (5-8)’in sabit noktalarindan dogrudan kanitlanmistir; yada kaynak

-1
[26]’ya bakiniz. 7:=max,7,, T:=min, 7, ve %:= (2—] :

Yardimct Onerme 1 : p* denge diisme olasiligi, w; ve x;” denge penceresi ve oranidir.
Sonra p* =2 /(2 + (c"r)% her kaynak i i¢in wi = X =wile = 1.

Simdi

6, = arctanﬂ(lz—_ﬂﬁ)e (O,%) (5.13)
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—j(v+6)

h(0,0) = , 0<0<7-6, (5.14)

v(jv+aet)(jv+ p'w,)

@=n—-6, da h_,(v,0) nin Nyquist ¢iziminin TCP/RED’in kararliligin elde ettigni

gosterecegiz. h (v, —6,) =—r fazinda v, ac1 olsun.

Teorem 2: Denge penceresi w; >= 2 olsun. Sonra kapali dongii sistemi esitlik (5.12)

tarafindan tanimlanir ve eger

—3
3
cT.

1—
hred(VO’ﬂ_90)|S p
op

ise kararlidir. Burada 7 :=max, 7, dir.

Ispat(Taslak). Kapali dongii sistemi kararlidir eger ki L(s), karmasik diizlemde (-1,0)
boyunca ge¢miyorsa, burada s sag yarim diizlemde deger alir. Bunu gostermek i¢in, esitlik

(5.12)’yi yeniden yazariz.

o w /T z.(s
L(S): *pz lc : l(*)

w.

1

burada

—T;s

e’ 1
C(stac)Ts+pw "

(S )( lS p Wl)(s+z xfne*ﬂrn‘g)
"cT

n

(5.15)

z;(s)

yardimci 6nerme 1 sunu igerir,
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L(s)= C“p Z—Z (s) (5.16)

L(s), karmasik diizlemde N ‘in belirttigi z;(s) tarafindan conveks govde i¢inde tanimlanir.

Bu karmasik gévdenin (-1,0) dan uzakta sinirlandirildigini, iki adimda gosterecegiz [21].

Birincisi, biiyiiklii ve esitlik (5.15) deki son terimin sinirlandirilmasidir. Sunu

gosterebiliriz,

—2

Lowe = g0s ﬁ)’f* colh  (v,0):v=00<0< -6, (5.17)

esitlik (5.15) de tanimlanan conveks govde esitlik (5.14) de tanimlanan 4,.4(v,6) nin daha

genis karmagik govde icerisine yerlestirilmigtir.

Sonra teorem sinirlarinin,bu kiime (-1,0)’dan uzaktir, hipotezini gosterir. /,.4(v,6)

nun yoriingesi egridir.

e

O = vt acoGve pw)

negatif yonde 0 kadar dondiiriilmiistiir. Bundan dolay1 |C(v)| biiytikligl, v'de diiser,
esitlik (5.17)’da conveks govdenin sol sinir1 8 = I1 — 6y da h,.q(v,0) tarafindan tanimlanir.
diizlemsel egri A.eq(v,II — 6y 1n egrilestirilmesinin incelenmesiyle, v, 0 dan +oo‘a
degisiklik gosterir [32], bu kiimenin smirlarinin | A..q(v,I1I — 6y)| da gercek eksende
kesintigi gosterilebilir. Eger ki,

-2
T cop

1-pw"

hred(VO’ﬂ_90)| <1
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Bu kosul teoremin hipotezinin altinda tutuldugu daha sonra gosterilebilir. /,.4(v,6) ‘nun
conveks govdede L(jw) Nyquist ¢izimini sinirlanmasi diisiincesi, [33]’lin farkli bir

algoritma tarafindan ispat edilmesinden esinlenilmistir.

5.3 RED Parametre Ayarlari

Teorem 2 de kararlilik sartinin RHS iizerindeki a € (0,1] ve p > 0 parametreleri
RED’in sira uzunlugunun c¢arpansal ortalamasi ve isaretleme olasiliginin egimidir.
Kararlilik i¢in iriinleri kiigiik olmahdir. Kiiclik o yavag cevaba neden olur ¢ilinkii anlik

sira uzunlugundaki data geri beslemeye ¢ok yavasca dahil edilmistir. Kiiciik p ise genis

gecikme meydana getirir, dengedeki ortalama sira uzunlugu r, » =b, +2/ p(2+(cF)*) dir.

Dogrusu kaynaklar benzer oldugu zaman T:}:Z:f-]v dir. Kararhilik sartinin LHS’si
ot
2N

boliimdeki benzetme sonuglarinin onaylanmasidir. Kabaca, c ¢iftse, denge orani g¢ifttir ve

|h| olur. gecikme 7 yada kapasite ¢ arttigi zaman, TCP/RED kararsiz olur, son alt

bundan dolay: iki kat1 frekansda iki kati biiyiikliikle pencere yariya indirilir, sonug¢ da

kontrol kazancinda ikinci dereceden artis sistemi kararsiz yapar.

Kaynak [36] da RED parametresi max, nin dinamik ayarlanmasi Onerilmistir,
max, nin diisiirilmesi N azalir ve aksi takdirde yiikselir. max, nin yiikseltilmesi yada
maxy, nin — ming nin disiirilmesi, teorem 2’de kararlilik sartini igeren yonde arttirmak
icin esittir. p (= max, / (maxy, - ming)). Teorem 2, verilen N, ¢, 7 (ve a) ile p lizerindeki iist
siir1 ayarlar, bundan dolay1 alt sinirida kararliligi saglamak icin dengedeki sira uzunlugu
tizerindedir. RED parametrelerinin ayarlanmasi1 kararlilik ve performans arasindaki
kacinilmaz segenegi korumaz, siranin kararlilii i¢in ya p genis bir deger etrafinda kiiciik
ayarlanir ya da alternatif olarak, siddetli saliniminin harcanmasinda,siray1 azaltmak icin

genis ayarlanir.
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Aym kararlilik analizi sanal sira [37,38,39] ve REM/PI [27,40] gibi diger
AQM’lere de uygulandi ve AQM’in roliinii aydinlattilar. Kararliligin ispati1 bir takim

formun
K.co{h(v,0)}

(-1 ,0) in sagina smirlanmasina giivenir. Kazang K ve yoriinge # AQM de oldugu gibi
TCP’ye baglidir. Ornegin, c kapasiteli N benzer kaynak tarafindan paylasilan z gecikmeli,
tek bir hat icin TCP ve ag gecikmesi yoriinge /’a bir parca katki olarak,

_jV

e

v+ pw

ve kazang K’ya

K _ = (5.18)

kiiciik bir katkida bulunur. Denge penceresi genis varsayilir boylece p = 2/w’=2N/cz olur.
bu yiiksek kazang esitlik (5.18) , esas olarak yliksek gecikme, yiiksek kapasite yada diisiik
ylikde kararsizlikdan sorumludur. AQM, bu etkiler icin 4 sekillendirerek ve K y1

diisiirerek telafi eder. RED’le, 6rnegin,

-jé
h(v,H) :.;e iep
jv+ocet v
K = ctop

l_ﬂ' tcp

h da ilk terim RED ortalamas1 yiiziinden, ikinci terimde sira dinamikleri yiliziinden 6 < =«
— 6y smirlanir. Bundan dolay1 sira ve RED’in her ikiside faz geri kalmasin1 4 ‘a ekler.

Daha 6nemlisi , RED baska ct yi kazang K ‘ya ekler, kararlilik i¢in kii¢iik ap zorunlu
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kilinir ve agir cevap ve genis dengeli siraya sebep olur. K daki 7/ (1 - f) pargas1 siradan

gelir.

5.4 Kararlilik Kontrolii

Kaynak [29]’daki Olgiiler simdiki internette gecikmenin hala genis oldugunu
gostermektedir (RTT &lgiilerinin %85°i 15-500 ms araligindadir). Onceki boliimlerin
sonuclar1 simdiki protokoliin bdyle ¢evreler icin kotii diizenlendigini belirtmektedir.
Dahasi, gelecekte ag kapasitelerinin genislemesi ile bu durum daha da kétiilesecektir.
TCP tarafindan belirtilen yiiksek kazanci telafi etmek icin AQM’lerin tasarlanmasi da zor
goriinmektedir. Bu boliimde, [28]’de gelistirilen, kaynaklar ve hatlar tarafindan dagitilmis
merkezi olmayan bir yolla gerceklestirilen ve kararli olan bir protokol tanimlayacagiz, bu
rastgle segilen gecikme, kapasite, yiikk ve yOnlendirme i¢in dogrusal kararliligt devam
ettirir. Dahasi, kiiciik siralar ile yiliksek ag kullaniminin dengesini saglamay1 basarir. Bu
gereksinimler dogrusal dinamikler {izerinde bazi smirlamalar1 kabul ettirir. Hatlarda

biitiinlesme ve kaynaklarda ve hatlarda kazang sartlaridir.

5.4.1 Algoritma

Kaynak [28] deki sikisiklik kontrol algoritmasini dzetlersek, bu statik kaynak
algoritmasin1 ve birinci dereceden dinamik hat algoritmasini igerir. Buradaki ana fikir,
kaynaklardaki gecikmeyi, bireysel RTT’lerle oranlardaki kazanclari kiigiilterek telafi
etmek ve kapasite ve yonlendirme tarafindan belirtilen dongii kazanglarmi, varolan
oranlariyla kaynaklarda biiyiiterek ve kapasiteleriyle kontrol kazancinin kiigiiltiilmesiyle
telafi etmektir. Diger bir deyisle, eger gidis doniis gecikmesi genigse yada orani kiigiikse
kaynak daha da yavaslayarak tepki verir; eger hat daha genis bir kapasiteye sahipse
sikigma Olciisiinii (price , iicret) daha yavas olarak giinceller. Ag gecikmesi sadece agik —
dongili parametresidir, kontroliimiiz altinda degildir ve sistem cevabinin zaman skalasini

ayarlamalidir.
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RED’in dogrusal olmayan modelinde tanimlanan ag modelini diisiinelim, p;(?), t
zamaninda / hattinda {icret olsun ve ¢; sanal kapasite (gercek kapasiteden daha az ) olsun.

Her bir / hatt1 kendi iicretini giris oranint y;(2)=) R;xs(¢) kullanarak ayarlar.

2 p,>0
. C
pi()= ! e (5.19)
max {0,~~}  p,(1)=0
¢

Bundan dolay1 iicretler fazlalik olan kapasiteleri normallestirilmis yolla biitiinlestirir ve
her zaman negatif olmamaya doyurulur. Dengede, sifir olmayan {icretlerle dar gecitler
y1'=c,, sahip olurlar, yiiksek kullanim verirler. y;" < ¢; ile dar olmayan gegitlerin iicretleri
sifir olacaktir. ¢; gercek kapasiteden kiiclik oldugundan , dengede sira ihmal edilebilir.
Eger ¢, gercek kapasiteyse, p;(t) gercek sira gecikmesi olur, TCP Vegas’da [30] bir sikisma

sinyali kullanilir.

xi(t) t zamaninda i kaynaginin orani olsun, z; RTT’si ve M; yolunda sikigsan hat
sayisidir (yada iist siir). Verilen toplu ticret g;(2) =) /Ripi(t) , kaynak i, g,(¢) ‘de oranini

carpansal olarak ayarlar,

_0q;(1)

X (=X, (5.20)

burada Xxu.; maksimum oran parametresidir, ve a € (0,1). Ara¢ (utility) fonksiyonu

kaynak kontroliine karsilik gelir, o da,

Ui (X) = %[1 - log[% ]}, her x SXmax,i;

Yonlendirme matrisi R nin tam satir sirasina sahip oldugu varsayilir. sonra tek
bir denge orani ve iicret vektorii (x',p’) vardir. Denge etrafinda dogrusallastirilmis sistem

su sekilde tanimlanir,
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pl(t):y’(t), herl icin (5.21)
¢

)'ci(t):—%, hers igin (5.22)
M.

11

burada kaynak oranlar1 x(z) ve hat iicretleri p(z) , esitlik (5.10 — 5.11) de tanimlanan

geciken yonlendirme matrisi tarafindan birbirlerine baglanmistir.

Asagidaki teorem kaynak [28] de ispatlanmistir, rastgele secilen bir gecikme,

kapasite ve yiikde ag biiyiidiigii zaman algoritmanin kararliligini garanti eder.

Teorem 3([28]): R de icerilen tiim hatlarin dar gecit oldugunu varsayalim, Ornegin
dengede ¢ = Rx" ve R tam dolu satir siralarina sahiptir. Daha sonra esitlik (20-21)
tarafindan tanimlanan kapali-dongili sistemi ve esitlik (5.10 — 5.11), rastgele secilen

gecikmeler 7; ve hat kapasiteleri ¢; igin dogrusal olarak kararhidir.

5.4.2 Gergeklestirim ve Performans

Esitlik (5.19) deki hat algoritmasini ger¢eklestirmek igin basit bir yol, alinan
paketlerle arttirilan ve sanal kapasite oraninda azaltilan “sanal sira” sayacinin devamini

saglamaktir. Sonra iicretler sanal kapasite tarafindan sayacin boliinmesiyle elde edilir.

Kaynaklar kendilerinin RTT z; ni Olgerler. Hedef durum bos siralarla dengede
oldugundan, z; yayillma gecikmesidir; bundan dolayi, kaynak giincellenmesinde (5.20) d;
nin bir tahmininin (tipik olarak elde edilen en kiiciik RTT) kullanilmasi Onerilir, bu
Vegas’da yapilmaktadir. Bu, gergek siranin gecici turlar1t RTT aracilifiyla azaltic etkiye
sahip olma olasigindan kacinmaktadir. Ayrica kaynaklar agdan iki parametre almak
zorundadir, bu parametreler toplu iicret g; , ve dar gegitlerin sayis1 M; “dir. Iletisim kurmak

icin ¢;, rastgele carpansal isaretleme teknigi kullanilabilir. Burada bir paket, her bir /

hattinda 1-¢™" ,¢>1 olasilig ile isaretlenmis olur. Bagimsizlig1 varsayalim, bir paketin
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kaynak i den isatlenmesinin tiim olasiligi 1-¢ % dir, bundan dolay1 ¢; isaretlenme

istatistiklerinde tahmin edilebilir. Bu, global bir sabiti bir oncelik ayarlayan ¢’nin 6z
bilgisini gerektirir. M; hakkinda ise, en basit gerceklestirmede basitce bir iist siniri
kullanabilir. paket seviyesi ger¢eklestiriminin hazirligi paralel simiilator Parsec [41],
kullanilarak yapilir. Bu benzetme, pencere yonetimi, hat sirast ve gecikmesini igerir, ama
bu noktada isaretlemeyi icermez ; iicretler, ondalikli sayilar olarak ifade edilirler. N, ¢, d
‘nin genis bir sinifi i¢in ayni sekil 5.1 deki parametrelerle, tek bir hatt1 simiile ederiz. Sekil
5.5, kisisel pencere ve sirayr gostermektedir, beklendigi gibi kisisel pencere ve sira,
gecikme ne olursa olsun yakinlagirlar. Kapali dongii davranisi i¢in daha uzun gecikmeler,

daha uzun zaman skalas1 ayarlar.

(a) Kisisel pencere (gecikme = 40ms)

(b) Sira (gecikme = 40ms)
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(c) Kisisel pencere (gecikme = 200ms)

TG (eecy

(d) sira (gecikme = 200ms)

Sekil 5.5. Kisisel pencere ve sira izleri. Benzetme parametreleri : 50 kaynak, kapasite

= 9 paket/ms, a=0.8, sanal kapasite = %95.

Bu noktada, performansin harcanmasinda elde edilen protokoliin kararlilik
durumu ne olursa olsun, bir saskinlik olabilir. Ornegin cevap zamanini ¢ok yavaslatmasi.
Bununla beraber sekil 5.1 deki karsilastirma bu durum degildir. Burada Reno ve yeni
protokoliin kararli duruma ulasabilmesi i¢in yaklasik 50 RTT ye ihtiyact vardir. Mesela
200ms’lik gecikme durumunda, Reno’nun limit sayiya ulagabilmesi yaklasik 10 saniye
alir ve bizim protokoliimiiz i¢inde bos sira ile dengeye ulasabilmesi i¢in ayni miktar

zamana ihtiyag vardir.
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BOLUM 6

RED’IN KONTROL TEORIiSi ANALIzI

Kaynak [7], Ag toplulugundaki arastirmalara liderlik etmistir, AQM’ler i¢in IP
yonlendiricilerinde RED’in  gergeklestirimini = Onerilmistir. RED’in  akislarin  es
zamanliliklar1 ile ilgili problemleri hafiflettigine ve ayrica zeki diislirme tarafindan
servisin kalitesinin bazi kavramlarmi sagladigina inanilmistir. RED’in analizi birgok
ilging yazidan genellestirilmistir. RED parametrelerinin ayarlanmasi bazi zamanlar igin
hatali olmaktadir, kullanilan RED’e kars1 ayarlanmasinin zorlugundan dolay1 [10,22],
bircok arastirma savunulmustur. Sayisiz RED degisimleri Onerilmistir. Kaynak [12-
14],[36], belkide RED’in dinamiklerini tamamen anlayabilmenin zorlugundan motive

olmustur [25].

Kaynak [49]’da yazar RED parametrelerinin Onerilerinin sorunlarini kesfetti ve
gbz atilan kurallar1 ve se¢imleri i¢in bir kilavuz verdi. Bu boliimde kontrol teorigi
bakimindan, kaynak [25] tarafindan kesfedilen benzer sekilde daha ciddi problemler
incelenmistir. TCP ve RED dinamiklerinin daha once gelistirilmis bir modelini,
analizimizin baslangi¢ noktasini gostermek i¢in kullandik. Kalitsal olarak sunulan
dogrusal olmayan model, dogrusallastirma (linearization) teknigi araciligiyla dogrusal bir
sisteme doniistiiriilmiistiir ve klasik dogrusal geri besleme kontrol teorisinde sonradan
gelen iyi gelistirilmis araclara uyguladik. Dogrusal kararli sistemlerin tasariminda, oldugu
gibi dogrusal sistemin kararliligi ve giicliiliigiinii belirten, saglanan metrikleri veren bir
kilavuz verebiliriz. Analizimiz ayrica ¢esitli parametre segeneklerinin takasi ile ilgilidir.
Bu analizde dogrusal olmayan benzetmeler araciligiyla iyi bilinen ns-2 simiilatoriini

kullanilmastir [25].

6.1 MODEL

Tartismamiza AQM’in ilk 6nce TCP’nin sikisiklikdan kaginma modu i¢in bir

dinamik modelin tanitilmasiyla baslhiyoruz.
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6.1.1 TCP davraniginin bir akici-akis modeli

Kaynak [54]’de, TCP davranisinin bir dinamik modeli, akici-akis ve tahmini
diferansiyel esitlik analizleri kullanarak gelistirildi. Benzetme sonuclar1 gosterilmistir, bu
model hatasiz olarak ele gegirilen TCP’nin dinamikleridir. Bu béliimde, bu modelin TCP
zaman asimi mekanizmasi yok sayilarak basitlestirilmis bir versiyonu kullanilmistir. Bu
model anahtar ag degiskenlerinin ortalama degeri ile ilgilidir ve asagidaki birlestirilmis

dogrusal olmayan diferansiyel denklemlerle tanimlanir.

I WOW(I—RQ)

W(t):R(t) AR(—R(D)) p(t—R(1))
q(t)—R(t) N@®)-C (6.1)

Burada x , x ‘in zaman tiirevini belirtmektedir. Ve

= beklenen TCP pencere dlgiisii (paket);

= beklenen sira uzunlugu(paket);

= gidis doniis zamani (RTT) = q/C + T, (saniye);
hat kapasitesi(paket/sn);

= yayilma gecikmesi (sn);

= yiik faktorii (TCP oturumlarinin sayisi);

EZEHQ:U’QQ
Il

= paketlerin isaretlenme/diisme olasiligidir.

Sira uzunlugu g ve pencere biiyiikliigii W pozitif ve sinirli biiyiikliiklerdir; yani,
qel0,g] ve Wwe [O,W] , burada g ve W tampon bellek kapasitesi ve en bilyiik pencere
Olciisiidiir. Ayrica isaretleme olasilig1 p de sadece [0,1] araliginda degerler alabilir. Bu
diferansiyel denklemleri blok diyagram olarak TCP pencere-kontrol ve sira dinamiklerine

dikkat ceken sekil 6.1’de gosterdik. Simdi bu dinamikler kii¢iik sinyal
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dogrusallagmalariyla, AQM geri besleme kontrol sistemlerinin Onerilerinde i¢ yiizlini

anlamak i¢in yaklagsik bir isletim noktasi civarindadirlar.

6.1.2 Dogrusallastirma

(W,q) durum olarak ve p giris olarak alinir, isletim noktast (Wy,qo,po),
W=0 ve ¢=0 tarafindan tammlanir. Boylece
W=0 =Wp,=2

R,C
N

Gg=0 =W, = (6.2)

Burada,

-4
RO_EO+TP

bottleneck queune

TCP window control

Sekil 6.1. TCP sikisiklikdan kaginma akis kontrol modunun blok diyagram: [25].
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N(t) = N ve R(t) = Ry sabitler olarak varsayalim, igletim noktas1 etrafinda elde

edebilmek i¢in dogrusallagtiralim.

. N o RC B
oW (t) = R§C(5W(t)+5W(t Ry)) N7 p(—Ry)
= 1
561(1)—R0 oW (1) R05Q(l) (6.3)
Burada

W = W-W,,
&] = q—4q;
é? = p—Dy-

Diferansiyel esitlikler {izerinde Laplace doniisiimiinii yapan, sekil 6.2°de

gosterilen dogrusallastirilmis dinamiklerdir.

|
*
o

~2 ap
e RC iy p—
INT
— J

TCP window consrol

Sekil 6.2. Dogrusallastirilmis TCP baglantilarimin block diyagrami [25].

Hatirlatmalar 1 [25]:

1. Kaynak [56]’da, TCP’nin pencere kontrol mekanizmasi i¢in bir model gelistirildi
ve ispat edildi, ve Smith diizenleyici yapisina dahil edildi [57]. Bununla beraber,
bizim modelimiz, esitlik (6.3) ve sekil 6.2 bu aciklamay1 desteklemez. Hakikaten,
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TCP pencere kontrolii i¢in sekil 6.2’nin Smith diizenleyici yapist gibi davranmasi

2
i¢in ];] e teriminin ——— ! e~ ile yer degistirmelidir.
R,C 2N +L

0

. Kaynak [58]’de TCP’nin pencere kontrol mekanizmasi i¢in bir model gelistirildi
bu esitlik (6.3)’dekine benzemektedir. Bunun yaninda bu model bir sira dinamigi
icermez. Dinamik sistem diisiiniiliir bundan dolay1 bizimkinden kiiclik bir farki

vardir, ve analiz ve sonuglari ile bizim ulagtigimiz sonuca katilmaz.

. Gecikme terimi ¢**; ‘1 TCP pencere kontrol dinamiginde sekil 6.2 de gosterdik ve

asagidaki durumda anlamli degildir.

N 1
<< —
R;C R,
bundan dolay1
N 1
R;C W,R,

bu gecikme terimi eger Wy >> [ ise yok sayilabilir. Tipik ag sartlar1 i¢in, Wy >> [
kabul edilebilir bir varsayimdir ve bundan dolayr yazmin geri kalani i¢in bu

gecikme terimi yok sayilacak ve basitlestirilmis dinamik diisiiniilecektir.

o 2N _RC
W ()= RjC oW (t) N p(t—R,)
- N NV L
a(t) = R, oW (1) R p(1) (6.4)

blok diyagrami sekil 6.3 de gosterilmistir.
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N <
% ¢
N x] M,
sty
L. v
~

queue dynamic

TCP window control
Sekil 6.3. Wy >> [ oldugunda dogrusallastiriimis TCP baglantilarinin block diyagrami
[25].

4  Dogrusallagtiritlmis TCP’nin eigen degerleri ve sira dinamikleri esitlik (6.4) ‘de
strastyla,

25\] (vada 2 ) ve—L
R;C W,R, R,

Tiim ag parametrelerinin pozitif degerler olmasindan dolayi, bu negatif Eigen

degerleri dogrusal olmayan dinamiklerin denge durumunu belirtir, yerel olarak

asimptotik olarak kararlidir. TCP pencere-kontrol zaman sabiti @ ‘nin yorumu,

asagidaki OW esitliginin dogrusallasmasinin ifade edilmesinden gelir,

R,C?
2N?

W (1) =~2y W (1) - P(1—R,)

burada Ao, kaynak [54]’da tartisildig1 gibi dengeli paket isaretleme oranidir.
Bundan dolay1 pencere kontrol zaman sabiti esiti olarak 1/ %, ifade edilebilir.
Dengede, W =0 pencere olgiisiindeki ¢arpansal diisiisii (multiplicative decrease)

-2
WoR,

. TCP

YVaW,A,, eklemeli artisini I/R, dengeler. Sonug¢ olarak 4, =

stkismadan kaginma dongiisliniin ortalama frekansi olarak gevsekce yorumlanir.
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5 Son olarak, sira dinamiklerinin dogrusallastirilmas1 sade bir biitiilestirici
kazandirmamas1 beklenen ve literatiirde goriilene gore ilgingtir [14], ama Ry
zaman sabiti ile sizintili bir biitiinlestirici {retilir. Bu pargali olarak, sira icine
giden akigin sira uzunlugunun bir fonksiyonu olmasiyla agiklanabilir. Bu akis

NW/R, dir, burada RTT nin bir par¢asi Ry sira gecikmesi ¢/C den dolayidir.

6.2 AQM KONTROL PROBLEMI

Bu boéliimiin konusu esitlik (6.4)’de tanimlanan TCP dinamiklerini, TCP yiikii N
, RTT’si R ve sira kapasitesi C gibi ag parametreleri cinsinden ve AQM’in geri besleme

dogasi cinsinden analiz eder. Ayrica AQM’in performans amaglarini tartisacagiz.

Dogrusallastirilmis TCP modeli esitlik (6.4) kullanilarak sekil 6.5’deki blok
diyagramda da goriildiigii gibi bir AQM kontrol sistemi modellenebilir. Bu diyagramda
P, kaybolma olasiligindan 6, pencere bilyiikliigline oW ve Py, baghdir 60 sira
uzunluguna ¢ transfer fonksiyonlarmi belirtir. ¢**; terimi geciken diisme olasiligimdaki
op(t-Ry) zaman gecikmesinin Laplace doniisiimiidiir. Kontrol sistem dilinde, “kontrolér”
veya “denklestirici” olarak, geri kalanini da “sistem” (plant) olarak AQM kontrol yasasini
belirtiriz. Denklestirici tasariminin amaci “kararli” kapali dongii sistemi saglamaktir.
Bunun yaninda, kararliigin 6tesinde kontrol tasarimina etkilerine ilgileri vardir. ilk dnce
sistem, kabul edilebilir iletim cevabina sahip olmak zorundadir. Ikinci olarak diizenleyici
tasarimi, model hatalar1 ve model parametrelerinin cesitliliginde kuvvetli olmalidir.
Bundan dolay1, kontrol miihendislerinin amaci emniyet pay1 ile sistem tasarlamaktir. Bu
paylar kararlilik payr olarak adlandirilirlar. Bu goreceli kararliligi 6lgmek i¢in iki klasik
metrik vardir. Bunlardan birincisi kazang payidir. Bu, kararli sistemin, kararsiz olmasinda
kazanilan ag¢ik-dongii kazancinin bir pargasidir. Sekil 6.1°e bakarsak, kazang pay1 kabaca
yiik seviyesi N de kesin degildir, tasarim bu durumu hos gorebilir. Bu dlg¢iilerin ikincisi faz
payvidir. Faz paymin tanimi biraz daha karmagikdir, ama bu baglamda, faz paymi RTT
gecikmesindeki belirsizligin miktar1 olarak yorumlayabiliriz, bir tasarim kararsiz olmadan

giiclii tutabilir. Sistemin kararlilik payr Bode ¢izimlerinden okunarak anlasilabilir. Bir
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Bode ¢izimi, agik dongii sisteminin frekans cevabinin ¢izimidir. Sistemin biiytikligi ve
faz cevabi ¢ift kayit skalasi iizerinde ¢izilir. Sistemin kazang pay: faz cevabimn -180°

oldugu noktadaki, sistemin cevap biiyiikliigline esittir. Faz payr ¢, w,,-180 olarak

tanimlanir, burada w,,,  cevap bilyiikliigiiniin birlestigi (yada 0dB) yerdeki frekansdaki faz
cevabidir. Sekil 6.4’de iki miktar gosterilmektedir. Sezgisel olarak eger pozitif payimiz
yoksa, geri besleme kontrol sistemi pozitif bir geri besleme sistemi gibi davranmaya
baglar, yani birisi hata aldiginda dongiide giiclendirilir, farkli ve kararsiz davranmasini

saglar [25].

hase

Sekil 6.4. Kararlilik payz.

6.2.1 Sistem dinamikleri

Sekil 6.5’de AQM sisteminin tarif edildigi bir geri besleme kontrol sistemi
verdik. Bir AQM kontrol yasasinin hareketi paketleri dl¢iilen sira uzunlugu ¢ nun bir

fonksiyonu olarak igaretlemektir. (p olasiligi ile).



104

AQM op ow . 9q
Conol % :
Law

A

v
L
Y

Sekil 6.5. Geri besleme kontrolii olarak AQM.

Sekil 6.5’den , sistem transfer fonksiyonu, P(s) = Pi(5)Psira(s), ag parametrelerinin

kazanci cinsinden ifade edilebilir.

R,C?
2
P ()=
S+ 3
RXC
N
R
P ()= —5 (6.5)
s+—
R()

iki kutup icin -2N/(R,°C) ve -1/Ry olarak Picp VE Psira SIrastyla gonderilir.
Sistem dinamikleri transfer fonksiyonu P(s) tarafindan belirtilir, sonra bu paket

isaretleme olasiliginin nasil dinamik olarak sira uzunlugunu etkiledigini gosterir. Esitlik

(6.4)’den ve sekil 6.3 den, suna sahibiz ,

P(s) = (6.6)

Hatirlatmalar 2:

1. Esitlik (6.6)’da P(s) nin yiiksek frekans sistem kazanci C?/2N “dir. Bu kazancdaki
degisim TCP yikii N ‘in bir fonksiyonu olarak AQM kontrol semasinin



105

tasarimiyla ilgisi olmalidir, bundan dolay1 kararlhilik, gecici cevap ve saglam
durum performansi ile dogrudan ilgilidir. Gergekten kiiclik bir TCP ytikii N yiiksek
frekans kazancini arttirir, kararlilik paymni diislirmeye ve salinim cevabin
arttirmaya Onder olur. Karsit olarak, daha genis TCP yiikii, kapali dongii gecici

cevabinin giiclinli azaltmaya egimlidir.

2. Zaman gecikmesi R, ‘mn yiizeyinde kararli AQM, kapali-dongii kontrol bant
genisliginde biiyiik bir limite yerlestirilir ve sonu¢ olarak gegici cevabin
basarilabilir hizinindadir. Kararli davranis i¢in, kapali-dongii zaman sabitleri asagi

yukar1 Ry/2 sn tarafindan sinirlandirilir.

6.2.2 AQM Performans Hedefleri

Herhangi bir kontrol sisteminin tasariminda, birinci adim performans hedeflerini
ortaya ¢ikarmaktir. AQM igin, performans hedefleri, etkin sira kullanimi, diizenlenmis

sira gecikmesi ve saglamlikdir.

1.Etkin swra kullantmi :@ FEtkin kullanim i¢in, sira asir1 ylikden yada boslukdan
kaginmalidir. Onceki durum, bos bir tampon hattan faydalanirken kayip paketler ve
istenmeyen geri iletim sonuclarint verir. Bu iki durumdan da, gegici ve saglam durum

islemlerinde kaginilmalidir.

2.8wra gecikmesi: Veri paketinin, yonlendirme sirasi tarafindan servis edilmesi ig¢in
gereken zaman sira gecikmesi olarak adlandirilir ve ¢/C ye esittir. Bu zaman yayilma
gecikmesi 7, ile birlikte, ag gecikmesinin hesabini verir ve sira gecikmesi ve
doniisiimlerini kiigiik tutmak arzu edilebilir. Bu kiiciik sira uzunluklarini diizeltmek igin
cagrilir ; bunun yaninda, bdyle yapmak hatta kullanim altinda ve bu sinirlamayla AQM

tasariminda temel bir degisimle sonuglanabilir.

3.Saglamhk : AQM semalari, kapali-dongii performansini devam ettirmek icin ag

sartlarinin gorilintlisiinde degisiklige ihtiya¢ duyabilir. Bu sartlar, TCP oturumlarinin
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sayisindaki degisimler &, yayilma gecikmesindeki degisimler 7, ve kisa yasamlilarin

straya tanitilmasidir.

6.2.3 RED Tasarimi

Bir aktif sira yonetim sistemi (AQM) sekil 6.6’da gosterildigi gibi bir geri
besleme kontrol sistemi olarak modellenebilir. Burada P(s)e™*, daha oénceden tiiretilen
TCP sira dinamiklerinin kii¢iik-sinyal dogrusallagmasint belirtir (sira uzunlugu g
civarinda dogrusallastirilir). P(s) daha Onceden tiiretilen Piey(s) Piira(s) dir. dp ve g
kaybolma olasiligi ve sira uzunlugundaki karigikligi belirtir. Sekil 6.6’da transfer

fonksiyonu C(s) tail-drop yada RED gibi bir AQM kontrol stratejisini belirtir.

Tail-drop bir a¢ma-kapama kontrol stratejisidir. Sekil 6.6’da ayarlarimiz
cinsinden, tail-drop miktarlar1 agik-kapali hareketi i¢in dp € {0,1} dir. Kontrol teorisinden
boyle bir acik-kapali mekanizmasi salinimlara sebep olur, bu salinimlar karmasik ve kaos
davraniglarin1 gostermektedir [56]. Boyle salimimlar sira yonetiminde istenmeyebilir ve

RED bunlar diizeltmek i¢in tanitilmistir.

RED i¢in bir transfer fonksiyon modeli,

L
Cs)=C_,(s)=—2Ld 6.7
( ) zed( ) S/K+1 ( )
Burada
Lred — Prax ‘ : K = loge(l_a) ,
max ,—min,, o

o > () sira ortalama parametresidir ve & 6rnek zamandir [54]. C,.q(s) tasariminda AQM
kontrol sistemini diizeltmek i¢in, hem TCP oturumlarinin sayisindaki degisim N ve hemde
RTT Ry hesap i¢ine alinmalidir. R, daki degisimler yayilma zamani degiskeni 7,

yliziindendir. Burada
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_4
RO—EO“LTp

TCP oturumlarmin sayisi igin bir smif varsayalim ve N >N ve RTT Ry <R
oldugunu soyleyelim. RED parametreleri L,.; ve K ‘y1 segmek i¢in esitlik (6.7) hedef sekil
6.6 da tim N ve Ry icin dogrusal kontrol sistemini diizeltmektir. Eger smirlanmis dis
girigler sadece sinirlanmis ¢iktilar {iretirse, sekil 6.6 daki dogrusal geri besleme kontrol
sistemi kararlidir. Bu gelmis olan, ilk sartlara cevaplar1 gerektirir, sinirlandirilabilir ve
carpansal olarak sifirda birlestirilebilir. Kararliligin bu tanimi altinda, asagidaki iki

onermeyi verebiliriz.
Onerme 6.1: L,.; veK asagidaki kosulu saglar,

Lred (R+C)3 < W;

(2N_)2 > F'i‘l, (68)
Burada
w, :O.Imin{(;f\;zc,% . (6.9)

Daha sonra, sekil 6.6 daki geri besleme kontrol sistemi C(s) = C,.q(s) kullanarak esitlik
(6.7) her N > N ve her Ry <R igin kararhdur.

Ispat : Telafi edilen transfer fonksiyonu dongiisiiniin frekans cevabim diisiinelim

L(jw) = C, oy (GW)P(jw)e ™

RC)
red (ZN)Z

S W W Jjw
(? + 1)(W + 1)(I +1)

R;C R,



108

Bu ve esitlik (6.9)’dan, suna sahibiz,

RC) -jun
red (2N)2
EA
K

L(jw) = , Vwe [O,Wq]

imdi verilen her N> N ve her Ry <R" icin,
S ¢

(R°CY
red (2N_)2
—2 .
|

K

IL(jw,)|<

Bundan ve esitlik (6.8)’den, bu |L(jw,)| < I her N > N ve her Ry <R igin, takip
eder. Bundan dolayi, birlesen-kazang frekans ile kesisir iistten w, ile sinirlanir. Kapali-

dongli kararliligim1 ayarlamak i¢in, Nyquist kararlilik kriterini isteriz [12] ve
ZL( jwq)>—1800‘i gosteririz. Bu sonda, tekrar esitlik (6.9)’u asagidaki esitligi elde

etmek icin kullaniriz,

(R*C)’
red —\2 0
%—M@ROZ—%O—O.IISO
JW, +1 T
pred

ZL(jw,) =2 ZL >180°
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— N =40
= =N =€0
-+ N =80

Sekil 6.7. Kararli RED parametreleri L,.q ve K.

Hatirlatmalar 3:

1.

Bu se¢imin parametrelerinin arkasindaki mantik C,.4(s) 1 baskin kapali-dongii

+\2
davranigina zorlar. Bu, TCP zaman sabiti (IZJ yada sira zaman sabiti R* dan

birinden biiyiik kapali-déngii zaman sabiti (=//w,) nin isaretlenmesi ile yapulir.
(Lyeq,K) nin farkli segimleri yukaridaki sart1 saglar. Ornegin, R*=0.25 sn, N =40,60

ve 80 akis ve C=3750 paket/sn oldugu zaman kabul edilebilir parametrelerin bir

bolgesi sekil 6.7°de gosterilmistir.

. Bu RED tasarimi dogrusal olarak ag parametre degisimlerine N > N ve Ry <R"

saglamdir. Genigletmek i¢in asagidaki 6nerme 6.2 ‘de tanimlanan parametrelerin

degisimine ek olarak bu geri besleme kontrol sistemi kararlidir.

w, nun se¢iminde bu 0.1 artan pargasit kararlilik paym saglar. Eger 0.1’den daha

biiyiik bir deger secersek, daha diisiik bir kararlilik pay1yla bir diizenleyici iiretiriz.
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Daha agresif olan tasarimin faydasi daha hizli cevap zamanlar1 vermesidir (wy

daki artig yiiziinden).

N den biiyiik tiim yiik seviyeleri i¢in sistemin kararli olmasi sezgisel saya¢ gibi
gorinmektedir. Aslinda, eger yiik seviyeleri kaybolma profilinin siireksizlik
bolgesinde bulunan isletim noktasinin bulundugu bolgeye sistemi sokarsa, sistem
salinabilir. Bu kaynak [49] da ele alinmistir. Bunun yaninda gentle-mekanizma,

kaynak [60]’da kararsizlikla alakali siireksizligi kaldirir.

Yiiksek yiik seviyelerinde, kaybolma olasiligi bazi akislarin zaman asimina
gitmesi icin yeterince yliksek olur. Modelimizde ve analizimizde zaman asimlarini
yok saydik. Zaman asimlari, analizimizde kararliligi etkilememelidir; hakikaten

sistemi daha az salinima egilimlendirirler.

Sunulan analizler RTT R iizerinde bir iist sinir olarak diisiiniildii. Bunun yaninda,
eger bazi akislarin RTT’leri bu sinir1 asarsa sistem kararsiz olur. Aslinda, karigik
RTT’lerin oOniinde, akislarin RTT’lerine ne esdeger cagiriyorsak bu sinir
yorumlanmalidir. Basit durumlar (tek daralan kisim) icin, RTT akislarin kisisel
RTT’lerinin harmonik ortalamasidir. N akish karisik RTT R; ‘ye sahip bir senaryo

diistinelim. RTT nin harmonik ortalamasi (R.,) su sekilde verilir ,

Simdi, daraltilmis kisimdaki routerda, kapasite farkli akiglar tarafindan paylasilir.

Bundan dolay1, dengede, zaman asimlarini yoksayarak ve islem hacmi i¢in kaynak

[61,62] basitlestirilmis 2 formiilii kullanilir ve suna sahip oluruz,

N2
C:
2ok
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Bundan dolay1 ortalamadaki sistem davranisi NV akisl bir sistem olarak, her biri benzer

RTT esitliklere sahiptir. Buda R., dur.
Onerme 6.2 : Herhangi bir RED diizenleyicisi Cy.4(s)’in 6nerme 6.1 igerisindeki sartlari

esitlik (6.8) ve esitlik (6.9) sagladigini diisiinelim. Daha sonra, sekil 6.6 daki dogrusal
kontrol sisteminin kazang pay1 (GM) ve faz pay1 (PM)’dur.

GM =5r; PM >85°

Sonug olarak, eger Ry < I5R" yada N>(1/57)N oldugunda, bu dogrusal kontrol sistemi

kararl1 olarak kalir.

Ispat: Onerme 6.1°deki ispatinda yapilanlarin bir faz hesaplamasmi kuvvenlendirmesi

sunu verir

(R°C)’
red ;e A7—~2 0
LL(jw,) 2 GV w,R,>-90° - 0.1 180" _ 950
JW, T
+1
pred

Bundan dolayi, PM =180°+ ZL( Jjw,) 285  Fazin yavaglamasi ilave edilen RTT

gecikmesi AR den dolayidir,

—iw. AR
Ze "™ =—w AR.
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Esitlik (6.9)°dan, w, < 0.I/Ry dir. Bunu ve w,AR :85(%) kullanilmast AR< 4.8R yi

verir. Kazang pay1 hesaplamasi i¢in 6nerme 6.1’°in ispatindan sunu tekrar ¢agiririz,

(R,C)’
" (2N)?

P(jw) = , Vwe [O,wq]

ra +1
Sonug olarak,
£P(jw,)=-90".
Bundan dolay1

ZLe " =90

T

2Ry kazang pay1 igin

Sonra ZL( j%)g—lso‘). Giinkii [L(jw,)[<1. 1
0

b4
L(j—
( 2R0) w,

daha diisiik bir sinir verir. wy < 0.1R oldugundan GM > 5 dir.

Ornek 1: Ag parametresi C=3750 paket/sn, N = 60 ve R"= 0.2 sn durumunu diisiinelim.
(6.9) “‘dan,

we=0.1min{0.5259,4.0541} = 0.053 rad/sn.

K=0.005 i¢in, esitlik (6.8)’den sdyle hesaplariz,

N2 2
L., szgﬁvc; ,/%H ~1.86(10)
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Bundan dolay1 C,., i¢in bir secenek sudur,

C (s)= 1.86(10)7*

0.005

Gergeklesme cinsinden, Ci.q(s) ye asagidaki gibi kirabiliriz.
L., =186(10)"; K =0.005

Simdi, 3750 paket/sn’lik bir hat kapasitesi i¢in,d = 2.66(10) , a kazanci, ortalama agirlik
olarak 1.33(10°°) dir. Lieq = pmax/ (maxgy-ming) dir. Bundan dolay1, eger pua’1 0.1 olarak

secersek, ortalama sira uzunlugunun dinamik sinifi yaklasik 540 paket olur.

Hatirlatmalar 4:

1. Salimimsiz durum diizeltmesi agisindan, L,.; i miimkiin oldugunca biiyiik segcmek
istenen bir durumdur. Salinimsiz durum diizeltmesiyle, Jdg,nin  salinimsiz
durumda 0’a diistiriilmesi gerektigini sdylemek istiyoruz. Bunun yaninda RED
mekanizmasi altinda sira uzunlugunu kararl sistem i¢in) salinimsiz durum degeri
ag sartlarma gore degisir. Bundan dolay1 dogrusal modelimizdeki Jq istenmeyen
bir 6zellikde olsa asla sifira gitmez. Bu salinimsiz durum hatasint K y1 diistirerek
azaltabiliriz. Esitlik (6.8)’den, K—0 , L,.;— ‘e izin verir. bu sinirlama

durumunda suna sahip oluruz.

C =

red

K
S
Bu klasik biitiinlestirme telafisine karsilik gelir.
2. Sira uzunlugunu diizeltmek i¢cin RED kullanmanin giicliigii, diisiik bir kontrol

bantgenisligine sahip olmasidir w,, sira yada TCP dinamiklerinden birisinin bant

genisliginden daha diisiik olmak zorundadir. Sonug olarak, kapali-dongii cevaplar
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yeterli miktarda yavastir. Bu RED’de telafi kilavuzunun tanmitilmasiyla
gelistirilebilir. Bu sonug¢ klasik orantili-biitiinlesme (proportional-integral, PI)

telafisidir,

(s/z+1)
CP[ =Ky ———

Boyle bir telafi edici kaynak [27]’de tartisilmistir.

BOLUM 7
REM

Bu boliimde aktif sira yonetim gsemasi i¢in gelistirilen REM’1 inceliyoruz . REM

asagidaki anahtar 6zelliklere sahiptir.

1. Oran eslestirme temiz tampon : Tampon temizken (kiigiik bir hedef etrafinda kararl
siralar), kullanic1 sayisini 6nemsemeden, kullanici oranlarmi agin bant genisligi

kapasitesine eslestirmeye calisir.

2. Ucretlerin toplanmasi : Uctan uca isaretleme (yada diisme) olasilig1, basit ve kesin bir
tarzda, kullanicinin yolundaki tiim yonlendiricilerin {izerindeki toplanan hat {icretlerinin

(stkisma Olgtisii) toplami tarafindan dikkatle incelenir.

[k 6zellik, aligildik bilimin aksine, yiiksek kullanimin ag da genis geciktirilmis
islerin tutulmasiyla basarilmadigini, ama kullanici i¢in oranlarini ayarlayarak dogru geri
besleme ile basarilabilmesini saglar. Kullanic1 sayisinin artmis olsa bile REM ihmal
edilebilir kay1p yada sira gecikmesiyle yliksek kullanim sagladigin1 benzetme sonuglari ile

gosterdik.

Ikinci 6zellik, kullanicilarin goklu sikismis hat boyunca ilerledigi ag igerisinde
onemlidir. Kullanici tarafindan dikkatle izlenen ugtan uca isaretleme(yada diisme) olasiligi
icerisinde gdmiilii sikigsma bilgisinin anlamini agiklastirir ve bu yiizden uyum oraninin

tasariminda kullanilir.
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Simdi, REM’i ve bu iki 6zelligi nasil basardigini agiklayacagiz. RED’le keskin
bir bi¢imde farklhidirlar [4]. Bu 06zellikler birbirinden bagimsiz ve digeri olmadan
gerceklestirilebildiginde acik olacaktir. Daha sonra Drop Tail, RED ve REM’in kablolu
aglardaki performanslarin1 benzetmelerle karsilagtiracagiz. TCP’nin kablosuz aglarda
performansinin kotii oldugu bilinir ¢linkii tampon tasmasi yiiziinden olusan kayiplar ve
zayiflama, parazit ve karigma gibi kablosuz etkiler yiiziinden olusanlar birbirinden
ayrilamaz. REM’in bu probleme nasil yardimci oldugunu ve performansini benzetme

sonuglariyla aciklayacagiz.

7.1 RED’in Degerlendirilmesi

AQM’lerin ana amaci, kaynaklar i¢in oranlarini ayarlayarak sikisma bilgisini

saglamaktir. AQM algoritmasinin tasarimi {i¢ soruya cevap vermek zorundadir.

1. Sikisma nasil 6l¢iiliir ?
2. Olasilik fonksiyonunda 6l¢ii nasil gomiiliir ?

3. Kullaniciya nasil geri bildirim yapar ?

RED bu sorulara sdyle cevap verir.

Ik 6nce, RED sikismay1 sira uzunlugu (carpansal agirlikli ortalama) ile &lger.
Onemle, sikisma dl¢iisiiniin segimi sikisma yansimasinin nasil giincellendigine karar verir
ve bundan dolayr TCP tarafindan dahili olarak en iyi sekilde kullaniliyor olan kullanici
arag (utility) fonksiyonunu etkiler [26]. ikincisi, olasilik fonksiyonu bir parca dogrusaldir
ve sekil 7.1(a)’da gosterildigi gibi sikisma Olgiisiiniin fonksiyonu artar. Son olarak,
sikigma bilgisi ya diisme yada paket isaretleme olasilig1 tarafindan kullaniciya tasinir.

Aslinda RED sadece ilk iki soruya karar verir. Ugiincii soru biiyiik él¢iide bagimsizdir.
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RED, TCP ile etkilesir, kaynak orani arttikca, sira uzunlugu biiyiir, daha fazla
paket isaretlenir, kaynaklarin oranlarin1 ve devir tekrarlarini disiiriir. AQM, sikisma
Olglistinlin nasil gilincellendigini tanimlarken, TCP kesin kaynak oranlarinin nasil
saglandigint tanimlar. RED i¢in, sikisma Olgilisii sira uzunlugudur ve tampon islemi
tarafindan otomatik olarak giincellenir. Sira uzunlugu sonraki periyod da simdiki sira

uzunlugu art1, toplam giris eksi ¢ikigdir.

b(t+1)=[b,(t)+x,(t)—c, (O] (7.1)

burada /z]" = max{z,0} dir. by(t), [ siras1 ve ¢t periyodunda toplam sira uzunlugudur, x,(2)

siraya /,t periyodunda toplam giris oranidir ve ¢(?), t periyodunda ¢ikis oranidir.

Lk resheg pukabity
S 2 8 3 5 5 3

s 03 ]
Vin_tiodobd max_theosold " L o gmaiin cmance

(a) RED (o) REM

Sekil 7.1. Stkisma ol¢iisiiniin bir fonksiyonu olarak isaretleme olasilig.

REM, sadece ilk iki tasarim sorusuyla RED’den ayrilir, farkli bir sikisma 6l¢iisii
tanimi1 ve farkli bir olasilik fonksiyonu kullanir. Bu farkliliklar son boliimde bahsettigimiz,

simdi agiklayacagimiz iki anahtar 6zelligi olusturmaktadir.

Bu boliimiin kalan kismi i¢in aksi belirtilmedik¢e isaretleme demekle, ya bir

paketin diismesi yada ECN bitinin [20] ayarlanma olasiligin1 demek istiyoruz.

7.2 Random Exponential Marking (REM)
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Simdi REM’in ilk soruyu nasil cevapladigini agiklayacagiz. Ayrintili tiireme ve
gerekeeler, bir sozde kod gerceklestirimi ve daha genisletilmis benzetmeler [40,64] de

bulunabilir.

7.2.1 Eslesme Orani Temiz Tampon

REM’in ilk diislincesi, hem giris oranin1 hat kapasitesi etrafinda ve hemde siray1
kiictik bir hedef etrafinda, hatt1 paylasan kaynaklarin sayisin1t 6nemsemeden kararli hale

getirmektir.

Herbir ¢ikt1 siras1 icin REM, sikisma Olglisii olarak, ‘licret’ diye cagrilan bir
degisken saglar. Bu degisken sonraki alt boliimde aciklandig1 gibi isaretleme olasiligini
elde etmek icin kullanilir. Ucret periyodik olarak yada es zamanli olmadan, oran
eslesmesine (yani giris orani ve hat kapasitesi arasindaki fark) ve sira eslesmesine (yani
sira uzunlugu ve hedef arasindaki fark) dayanarak giincellenir. Eger bu eslesmelerin
agirlikli toplami pozitifse iicret arttirilir, aksi takdirde dugiiriiliir. Agirlik toplam, giris
orani hat kapasitesini asarsa yada aciklastirilmig giris gecikmesi varsa pozitifdir aksi
takdirde negatifdir. Kaynaklarin sayisi arttig1 zaman, oranlardaki eslesmeler ve siradaki
biiytime ticreti yiikseltir ve bundan dolay1 isaretleme olasilig1 yiikselir. Kaynaklara, daha
sonra oranlarini diigiiren, bir sikisma sinyali génderir. Kaynak oranlar ¢ok kii¢lik oldugu
zaman eslesmeler negatif olur, sonunda eslesmeler sifira yoneltilinceye, dengede ihmal
edilebilir kayip ve gecikme ile yiiksek kullanim kazanincaya kadar, iicret ve igaretleme
olasilig1 distirtiliir, kaynak orami yiikselir. Eger hedef sira, sifira ayarlanmigsa denge

durumunda tampon temizlenir.

Oysaki RED’de sikisma 0lc¢iisii (sira uzunlugu), tampon islemi ile esitlik (7.1)’e
gore otomatik olarak giincellenir, REM agikca ilk 6zelligini yerine getirmek i¢in iicretinin
giincellenmesini kontrol eder. Tam olarak, / siras1 i¢in, iicret py(?) , t periyodunda suna

gore glincellenir,
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P+ =[p, () + N, (B, (0) - b)) +x,(0) -, (O] (7.2)

y > 0 ve oy > 0 kiigiik sabitler ve /z] " = max{z,0} dir. Burada byt), | sirasinda ¢
periyodunda bulunan toplam tampondur ve 5, > 0 hedeflenen sira uzunlugudur, x,(?), ¢
periyodunda / sirasina toplam giris oranidir ve , ¢(?), t periyodunda / sirasina mevcut bant
genisligidir. x;(t) - c(t) farki oran eslesmesini dlger ve by(2) - b, farki sira eslesmesini
Olger. oy sabiti kigisel olarak herbir sira tarafindan ayarlanabilir ve iletim sirasinda
kullanim1 ve sira gecikmesini degistirir. p sabiti ag sartlarinda degisen REM’in yanit
vermesini kontrol eder. Bundan dolayi, esitlik (7.2) den, eger oranin agirlikli toplami ve
sira eslestirilirse , oy tarafindan agiliklandirilirsa, ticret arttirilir ve pozitifdir, aksi takdirde
diistirtiliir. Denge durumunda, ticret kararlilagir ve agirlikli toplam sifir olmak zorundadir.
Yani, o; (b - b, ) + x; + ¢; = 0 dir. Bu sadece giris orani kapasiteye esitse (x; = ¢;) elde
edilebilir ve gecikmis is hedefe esittir (b; = b/ ), boliimiin basinda bahsedilen birinci

ozellige kilavuzluk eder.

Gergeklestirmede iki hatirlatma yapacagiz. Birincisi, REM, 6zellikle herbir akis
bilgisi gerekmiyorsa, sadece yerel ve toplu bilgileri kullanir ve servis disiplinini koruyan
her is ile ¢alisabilir. Diger yonlendiriciler ve siralardan bagimsiz olarak iicretini giinceller.
Bundan dolay1 karmasikligi kaynaklarin sayisindan yada agin biiyilikliglinden ya da

kapasiteden bagimsizdir.

Ikincisi, genellikle pratikde, sira uzunlugunu 6rnegi, orandan daha kolaydir.
Hedeflenen sira uzunlugu b sifir olmadig1 zaman, icret artisinda oran eslesmesinin
Oleiisiinii  x;(2) - ci(?), esitlik (7.2)’deki gibi atlayabiliriz. xi%) - ci(t) sira uzunlugu
biiylirken tampon bos olmadiglr zamanki orandir. Bundan dolay1 bu terimi gecikmedeki
degisiklikler tarafindan yaklasik olarak tahmin edebiliriz, b(t+1)-b)(t). Daha sonra
giincelleme kurali esitlik (7.2) gibi olur ,

pi(t+1)=[p,(6)+ 7B, (¢ + )~ (1= )b, (1) — b )] (7.3)
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Yani, ticret sadece simdiki ve 6nceki sira uzunluklarina bagli olarak giincellenir.

Esitlik (7.2) ve esitlik (7.3)’de ifade edilen giincelleme kurali RED’le tamamen
celigir. Kaynaklarin sayist artmasiyla isaretleme olasiligi artmalidir bdylece sikisma
sinyalinin yogunlugu artar. Bundan dolay1 RED, isaretleme olasiligini elde etmek igin sira
uzunlugunu kullanir, yani, kaynaklarin sayisi artarsa, ortalama sira uzunlugu kararli bir
bicimde artmalidir. Celiski olarak, giincelleme kurali esitlik (7.3)’de, isaretleme olasiligini
elde etmek icin kullanilan bir ticreti giincellemek i¢in sira uzunlugunu kullanir. Bundan
dolay1 REM altinda, ortalama sira uzunlugu, hedef b, etrafinda kararlastirlmisken iicret

kararl1 bir sekilde artar, kaynaklarin sayis1 artar. Bu noktaya agagida geri donecegiz.

7.2.2 Ucretlerin Toplanmasi

REM’in ikinci diigiincesi bir yol boyunca hat iicretlerinin toplamini, yoldaki
sikigmalarin bir 6l¢iisii olarak kullanmak ve bunu kaynaklardan elde edilebilen, ugtan uca

isaretleme olasiliginin igine gdmmektir.

Cikis sirasi, simdiki {icret de carpansal olarak artan bir olasilikla, siranin yukari
taraflarinda heniiz isaretlenmemis her bir gelen paketi isaretler. Bu isaretleme olasiligi
sekil 7.1(b)’de gosterilir. Eger bir paket diigme bitinin yerine, ECN biti ayarlanmissa,
isareti gidilen yere tasmr ve daha sonra ACK yoluyla kaynaga geri tasir. Isaretleme
olasiliginin ¢arpansal formu , bir paketi, ¢oklu sikismis hatlar1 bir ugtan digerine tagimak
icin ugtan uca isaretleme olasiligi, yoldaki her hattaki isaretleme olasiligina bagli olan
genis bir agda kritikdir. Sadece ve sadece kisisel hat isaretleme olasilig1 kendi hat {icreti
icinde carpansal oldugu zaman, bu ugtan uca isaretleme olasiligi, kendi yolunda tiim
stkismis hatlardaki hat ticretlerinin toplaminda ¢arpansal olarak artar. Bu toplam yoldaki
sikismanin tam Ol¢iisiidiir. Bundan dolay1 ugtan uca isaretleme olasiligima gomiiliidiir.
Kaynaklar tarafindan isaretlenen paketlerinin bir parg¢asindan kolaylikla tahmin edebilir ve

oran uyarlamasini tasarlamak i¢in kullanilabilir.
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Bir paketin /=1,2,....,L hatlar1 i¢inde iletildigini ve ¢ periyodunda p;(?) iicretlerine
sahip oldugunu varsayalim. Daha sonra isaretleme olasiligt my) , [ sirasinda t

periyodunda ,

m,(t)=1-¢"" (7.4)

Burada ¢ >1 bir sabittir. Daha sonra paket i¢in uctan uca isaretleme olasilig1 soyledir,

=T Ja-m @) =1-g 2" 7.5

Yani, yolun sikigsma 0Sl¢iisii, Y, ; pi(?) . genis oldugu zaman, uctan uca isaretleme olasilig

yiiksektir.

Hattin isaretleme olasiligi my(#) kiiciik oldugu zaman, buna bagl olarak hat
ticretleri py(t) kiicliktiir, esitlik (7.5) de verilen uctan uca isaretleme olasilig1 asag1 yukari

yoldaki hat iicretlerinin toplamina uygundur ,

ugdan uca isaretleme olasiligi = (log, ¢)Zp,(t)
/
7.2.3 Modiillestirilmis Ozellikler

Esitlik (7.2) ve esitlik (7.3) ‘de verilen iicret ayarlama kurali, sira uzunlugu
hedeflenen deger, muhtemelen sifir etrafinda, kararli hale getirilirken, hat kapasitesi ile
kullanict oranlarini esitleme calisan REM 0Ozelligine kilavuzluk eder. Esitlik (7.4)’de
verilen istel isaretleme olasilik fonksiyonu, ugtan uca isaretleme olasiligini, yoldaki
toplanmis tiim yonlendiricilerin, toplanmis iicretlerini kullaniciya tasir. Bu iki 6zellik

birbirinden bagimsiz olarak gergeklestirilebilir.

Ornegin, sikismay1 dlgmek icin iicretleri kullanmak segebilir ama farkli bir
isaretleme olasilik fonksiyonu kullanmaktadir. Yani, RED benzeri yada diger bazi {icretin

artan fonksiyonu birinciyi gergeklestirmek icin kastedilmistir ama ikinci 6zellik degildir.
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Alternatif olarak sikismay1 6lgmek i¢in farkli bir se¢cim yapilabilir, yani, kayip, gecikme
yada sira uzunlugunun kullanilmasi, ama fistel isaretleme olasilik fonksiyonu ile isaretler.

Bu ikinciyi gerceklestirmek i¢indir, birinciyi degil.

7.2.4 Sikisma ve Performans Olgiileri

Reno, tampon tasmalari ile AQM olmadan sikigsmayi Olger, Vegas sira
gecikmesi ile dlger [30], RED ortalama sira uzunlugu ile ve REM ise iicreti ile dlger.
Aralarindaki kritik fark, ilk ti¢ semada oldugu gibi kayip, gecikme yada sira uzunlugu gibi
sikigma oOlg¢iisii ile performans dl¢iisiiniin birlesmis olmasidir. Bu birlesme, kullanict sayisi
artmasiyla, sikisiklik biiylimesini ve performansin daha kotiilesmesini gerektirir, yani,
‘stkisiklik’ 1n anlami, genis kayip yada gecikme gibi ‘kotli performans’ dir. Eger bunlar
REM’deki gibi ayrilirsa,  ‘sikisiklik’ (yani yiiksek hat iicretleri) ag kaynaklarim
destekledigi talepleri asan sinyalleri basitlestirir. Bu engelleme talepdir ama 1iyi

performans diisiik gecikme ve kayipla devam eder.

Ayirma demekle, sikisma Olgiisiiniin denge degerlerini denge kaybi, sira
uzunlugu yada gecikmeden bagimsiz hale getirmek kastedilmisdir. Esitlik (7.3) de, sira
uzunlugu REM’de iletim sirasindaki sikisma 6l¢lisiiniiniin giincellemesine karar verir ama
denge degeri degildir. Kaynaklarin sayisi biiyiidiikce REM’deki iicretler biiylir ama siralar
hedefler etrafinda kararlidir. Sikigsma o6l¢iisiiniin denge degeri, REM’deki {icret ve

RED’deki ortalama sira uzunlugu, yalniz ag topolojisi ve kaynaklarin sayisindan kaynak
[26] elde edilir.

Bundan dolay1, RED altinda, kaynaklarin sayist ile ortalama siranin yavag ve
hizl1 biiytimesi kacinilmazdir. Esas RED’le , tiim paketlerin isaretlendigi en biiyiik sira
esigi maxy, a kadar biiyiiyebilir. Eger max,, cok yiiksekse, sira gecikmesi ¢ok asir1 olabilir;
eger ¢ok diisiikse, tampon saliniminin siddeti yiiziinden hat kullanim altinda olabilir.
Dahasi, eger sikisma sinyali isaretlemeden ziyade rastgele diisme boyunca geri beslenirse,

paket kayiplari ¢ok sik olabilir. Bundan dolayi, sikisma zamanlarinda, RED ya yiiksek hat
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kullanimina ulagsmak i¢in yada diisiik gecikme ve kayip icin ayarlanir, ama hepsi i¢in
ayarlanamaz. Karsit olarak, sikisma ve performans olgiilerinin ayrilmasiyla, sira trafik
yiikiinlin bagimsiz hedefi etrafinda kararl olabilir, bu dengede yliksek kullanim ve diisiik
gecikme ve kayiplara kilavuzluk eder. Bunlara iligkin benzetme sonuglari sonraki

bolimlerde vardir.

7.3 Performans

7.3.1 Kararlilik ve Ara¢ Fonksiyonu

Son zamanlarda gdsterilen esas TCP sikisma kontrol semalari, Reno, Reno/RED,
Reno/REM, Vegas, Vegas/RED,Vegas/REM, toplu kaynak yararini en fazla yapabilmek
icin hepsi yorumlanarak bir egim algoritmasina aktarilabilir [26, 30]; ayrica kaynak
[38,58] basit bir model icin. Farkli TCP semalari, isaretleme ile yada isaretleme olmadan,
sadece kullanic1 ara¢ fonksiyonunun se¢iminde farklidir. Duality modeli bu yiizden,
kararliligr calismak i¢in uygun bir yol saglar, bu semalarin en iyilik ve dogruluk
ozellikleri ve daha 6nemlisi, birbirlerine etkilesimleri kesfetmek icindir. Ozellikle, egim
algoritmasinin es zamanli olmayan g¢evrelerde bile kararlt oldugu matematiksel olarak
kanitlanmigtir [7,10]. Pencere Ol¢iileri nispeten kiigiik olduklarinda genis gergek yasam ve

benzetme deneyimi bu TCP semalari ile dogrulanir. Ayrica iki anlami vardir.

Birincisi, kullanicilar ne tip bir ara¢ fonksiyonu kullanacaklarini bilmeseler bile,
oran ayarlamasmin tasarlanmasi ile belli bir ara¢ fonksiyonu se¢mis olur. Anlagilir
yaparak, iyilestirme modelleri kaynak [26,30,38,58], simdiki protokollerin anlasilmasini
derinlestirir ve ara¢ fonksiyonunun uygulamaya uydurulmasiyla yeni protokoller

tasarlamak i¢in yeni yontemler Onerir.

Ikincisi, ara¢ fonksiyonu sadece kullanicimin oran ayarlanmasiyla elde
edilmeyebilir, ama ayrica isaretleme algoritmasi ile elde edilebilir. Bu Reno i¢in dogrudur,
yani, Reno, Reno/RED, Reno/REM biraz farkli ara¢ fonksiyonlarina sahiptir. Bu
ihtiyacimizin bir sonucudur, AIMD algoritmast tampon tagmas: yada RED yada REM
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yiiziinden olup olmadigint 6nemsemeden, bu semalarda ¢ok farkli sikisma Ol¢iilmiis ve

gomiilmiis olsa bile paket kayiplarina ayn1 yolla cevap verir.

Son zamanlarda, bir PI (proportional-plus-integral) kontrolorii kaynak [27]’de
RED’e alternatif bir AQM olarak onerilmis ve benzetme sonuglari {ist dengesini ve iletim
performansini gostermek icin sunulmustur. Esitlik (7.3) de ifade edilen bu PI kontrolleri

ve REM dengededir, kapatilir.

7.3.2 Kullanim,Kayip ve Gecikme

REM ve RED’in performanslarini karsilagtirmak i¢in Reno ve NewReno ile, tek
ve ¢ok hat ile kaynaklarin cesitli sayisi, hat kapasitesi ve yayillma gecikmeleri ile genis
benzetmeleri yonettik [40,64]. REM ve RED’in ilgili performanslari Reno ve NewReno
ile benzer olmas1 beklenir bundan dolay1 boliim 7.1 ve bolim 7.2°de tartisilan 6zellikler
kaynak algoritmalarindan bagimsiz  AQM  Ozellikleridir. Bu alt  béliimde,
NewReno/DropTail, = NewReno/REM  ve  NewReno/RED’in  performanslarinin

karsilastirilmalarinin sonuglarini sunuyoruz [17].

Bant genigligi 64Mbps ve tampon kapasitesi 120 paket olan tek hat i¢in
benzetme ns-2 simiilatriinde idare edilir. Paketlerin hepsi 1KB’dir. Bu hat 80ms’lik ayn
gidis-donilis yayilma gecikmesine sahip 160 NewReno kullanicist tarafindan
paylasilmaktadir. Baslangicda 0 zamaninda 20 kullanici aktifdir ve her 50 sn’den sonra
160 kullaniciya ulagincaya kadar 20 kullanict daha aktive edilir. RED i¢in parametrelerin
iki kiimesi kullamlir. ilk kiime RED(20:80) ‘i belirtir, minimum sira esigi ming; = 20
paket, maksimum sira esigi max,, =80 paket ve max, = 0.1 dir. Ikinci kiime RED(10:30)’u
belirtir, minimum sira esigi min,;, =10 paket, maksimum sira esigi max,;, = 30 paket ve

max, = 0.1 dir. REM’in parametre degerleri ¢=1.001,c0=0.1,7=0.001,6" =20 paketdir.

Deneyleri hem isaretleme hemde paket diismeleri ile sikigma geri beslemesinin bir yolu
olarak yoOnetiyoruz. Hat algoritmasi tarafindan elde edilen olasiliga gore paketleri

isaretliyoruz yada diisiiriiyoruz [17].
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x ekseninde zaman arttikca, kaynaklarin sayisi1 20°’den 160’a artar ve ortalama
pencere Ol¢iisii 32 paketden 4 pakete diiser. y ekseni her bir periyoddaki performansi
gosterir. Goodput, hat kapasitesine tiim varis yerlerinde alinan tekrarlanmamis paketlerin
toplam sayisinin oranidir. Kaybolma orani ise toplam diisen paketlerin toplam gonderilen

paketlere oranidir.

REM ile DropTail performansimi karsilastirildiginda, bu deney kiimelerinde,
hemen hemen her pencere Olgiisli ya diisme orani yada ECN ile isaretlendiginde REM,
DropTail’dan biraz daha yiiksek goodput’a ulasir. Kaynaklarin sayisi1 artarsa, REM

ortalama sira hedeflenen b* = 20 paket

Etrafinda, ortalama sira DropTail altinda kararlilig1 artarken, kararlidir. Kayip
orani, kaynaklarin sayisini dnemsemeden neredeyse sifir igaretleme ile REM altinda

hemen hemen aynidir.

RED’in performansi DropTail ile karsilagtirildiginda, DropTail i¢in goodput
RED’in tiim degisikliklerini iist sinirlar, ¢iinkii daha genis bir ortalama sira tutar. Ortalama
sira bu 5 sema altinda, boliim 7.2.4°de tartisildig1 gibi, kaynaklarin sayis1 arttikga kararlt
bir sekilde artar. Beklendigi gibi tiim pencere Olgiilerinde, RED(20:80), RED(10:30)’dan

daha yiiksek goodput ve ortalama siraya sahiptir.

7.4 Kablosuz TCP

TCP (yada daha kesin, AIMD algoritmasi) esas olarak, tampon tagmalari
yiliziinden olusan paket kayiplari tarafindan sikisma oOlgiilen ve kullanicilara tasinan
kablolu aglar i¢in tasarlanmistir. Kablosuz aglarda, bunun yaninda, esas olarak bit hatalari,
sinyal zayiflamasi ve karigsma gibi sebeplerden paketler kaybedilir, ayrica uzaklikdan
dolay1 aralilikli baglant1 da etkilidir. Paket kayiplar1 ve sikisma 6l¢iisii arasindaki birlesme
ve TCP’deki geri besleme kablosuz hatlar iizerindeki zayif performansa kilavuzluk eder.
Ciinkii TCP kaynag1 tampon tasmasi ve kablosuz etkilerden olusan kayiplari ayirt edemez

ve herbir kayip olayinda penceresini ikiye bdler.
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Bu problemi ¢ézmek igin ii¢ yaklasim onerlmistir [12]. ilk yaklasim, paket
kayiplarim1 kablosuz ag iizerinde saklar bdylece kaynak sadece sikigmanin tesvik ettigi
kayiplar1 goriir. Bu ¢esitli karisgim tutma teknikleri, hata kontrolii ve yerel geri iletim
algoritmalart ile ilgilidir. Ikinci yaklasim, kablosuz etkilerden kaynaklanan kayiplar1t TCP
secenek alanlarimi kullanarak kaynaga haber vermektir, bdylece kaynak geri iletim

sonrasinda oranini yariya diisiirmeyecektir.

Ugiincii yaklasimin amaci tampon tagmalarindan kaynaklanan paket kayiplarini
ortadan kaldirmakdir, bdylece kaynak sadece kablosuz kayiplar1 goriir. Bu TCP’nin
varsayimini bozar. Kayiplar artik tampon tagsmasini belirtmez. Sikisma 6lciilmeli ve geri
besleme farkli bir mekanizma kullanmak zorundadir. REM’in ilk 6zelliginden (oran
eslesmesi temiz tampon) faydalanarak, bu amag¢ i¢cin REM’t ECN isaretleme ile
kullanmay1 onerilmistir [17]. Daha sonra bir TCP kaynagi sadece bir kayip tespit

edildiginde geri iletim yapar ve isaretini gordiigii zaman penceresini ikiye boler.

Simdi bu yaklagimin soziinli gostermek icin hazirlayic1 benzetme sonuglar
sunacagiz. Benzetme ns-2 simiilatorii igerisinde bant genisligi 2Mbps ve tampon
kapasitesi 100 paket olan tek bir kablosuz hat i¢in idare edilmektedir. Paketleri Bernoulli
kayip modeline gore %! olasilikla rastgele diisiiriir ( kaynak [40] daki bursty kayip modeli
ile benzetmeler). Rastgele diisiirmenin etkisini azaltmak icin kii¢iik bir paket biiyiiligi
olarak 382 bit secilmistir. Bu kablosuz hat, 100 NewReno kullanicisi tarafindan ayni
gidis-doniis yayilma gecikmesi (80ms) ile paylasilir. 20 kullanict 0 zamaninda ilk basta
aktiflestirilir ve her 50sn sonra 100 aktif kullaniciya ulasincaya kadar 20 kullanic1 daha
aktiflestirilir.

AQM ile ECN biti ns-2’de 1’e ayarlanir boylece paketler olasiliksal olarak RED
yada REM’e gore isaretlenmistir. Paketler sadece dolu bir tampona ulastiklarinda
diistiriiliir. NewReno’yu diizenledik bdylece bir igaret aldiginda yada zaman agimindan bir
kayip tespit ettiginde penceresini ikiye boler, ama tekrarlanan dogrulamadan bir kayip
tespit ettiginde pencereyi ikiye bdlmeden geri iletir. NewReno’nun (DropTail ile),

(diizenlenmis) NewReno ile RED ve (diizenlenmis) NewReno ile REM’in
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performanslarmi karsilastirdik [17]. Onceki boliimde RED ve REM parametreleri ayni

degere sahiptiler.

ECN isaretlemenin girisi NewReno’nun goodput’unu gelistirmede c¢ok etkili
oldugunu gosterir, %62 ve %91 arasindan %82 ve %96 arasina kadar yiikseltir,
kullanicinin sayisina baglidir. REM ve RED’in karsilagtirmasi kablolu aglardakine benzer
bir sonuctur. REM ve RED(20:80), RED(10:30)’dan(%82-%95 aras1) daha yiiksek bir
goodput’u (%90-%96 arasi) devam ettirir. Kaynaklarin sayis1 arttik¢a ortalama sira REM
altinda, DropTail ve RED altinda kararli bir sekilde artarken kararlidir.

Bu olaganiistii durum, sadece tampon tagmasi yiiziinden olan kiimiilatif paket
kayiplarinda agikca gosterir. Kayip NewReno ile en hafiftir, RED(10:30) ve REM ile
ihmal edilebilir ve RED(20:80) ile ilimlilastirilmistir. REM ve RED(10:30) altinda
tampon tagmalar1 sadece izleyen yeni kaynaklarin tanitilmasinin iletimi sirasinda olur, ve
bundan dolay1 kiimiilatif kayiplar herbir periyodun basinda ziplar ama ziplamalar arasinda
sabit kalir. RED(20:80) ve NewReno altinda, diger taraftan, tampon tasmalar1 da

dengededir. Bundan dolay1 kiimiilatif kayiplar ziplamalar arasinda karali sekilde artar.

Bu yaklasimla karst olarak , bazi ama hepsinde degil karisik (heterojen)
aglardaki uygulamalarda yonlendiriciler ECN’ye yatkindir. ECN’ye yatkin olmayan
yonlendiriciler diismede geri besleme sikismasina glivenmeye devam eder. Oranlarin
sadece isaretlere dayanarak uyarlayan TCP kaynaklar1 bu yonlendiricilerin asir1 yiiklerinin
riskini idare eder. Yonlendiriciler i¢in olasi ¢oziim ECN kapasitelerinin nasil oldugunu
belirtmek, muhtemelen kaynak [20] de Onerilen iki ECN bitinin birisinin kullanimini
saglar. Bu tiim yonlendiricilerin en azindan ECN’den haberdar olmasini gerektirebilir. Bir
kaynak sadece yoldaki tiim kaynaklar1t ECN’den haberdar ederek isaretlemek i¢in tepki
verir ama yoldaki bir yonlendirici ECN’den haberdar degilse, kayiba bilindik TCP
kaynaklar1 gibi tepki verir.
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BOLUM 8

TCP Reno ile Paket Kayiplarinin Kurtarilmasinin Analitik
Modelleri

fletim Kontrol Protokolii (TCP) internette genis 6lciide tasima katmani(transport
layer) olarak kullanilir. Ciinkii TCP, kablolu bilgisayar aglarindaki paket kayip
olasiliklarinin ihmal edilebilecek kadar diisiik olmasi kabullenmesi iizerine dizayn
edilmistir [65]. Ancak TCP, kablosuz ag sistemleri i¢in yiiksek hata ihtimalleri ile birlikte
anilir olmustur [65,66].

TCP kullanilan kablosuz baglantilar i¢in performans diistisleri tikaniklik
bulunmayan paket kayiplari ve tekrar hizli iletim zaman asimi (RTO) sikligi sonucu
olusan gereksiz tikaniklik kontrolleri ile agiklanabilir. RTO gergeklestiginde, ozellikle
gonderici sadece bilgi gecgersiz olana kadar gonderememekte, ancak iletimi tekrar
baglatmak i¢in yavas baglama yapmalidir. Bu yiizden RTO gerceklesmeden once tikanik
pencerenin tekrar diizeltilmesi uzun zaman almaktadir. Sonug olarak, yiiksek RTO sikligi,

TCP performansini kétii yonde etkilemektedir [9,66,69].

Tikaniklik bulunmayan paket kayip durumlarinda TCP performansini analizi i¢in
bircok c¢alisma yapilmistir .[24,66]. Bu calismalar goéstermistir ki, sonucu TCP Reno
performanst hizli tekrar iletim olasiligina baglidir [67]. Ancak biz daha ¢ok TCP Reno
davraniglarindaki kayiplarin kurtarilmasina ve bir pencerede gergeklesen paket kaybi
sayisi kriterine gore tekrar hizli iletim olasihig1 iizerinde duracagiz. Ozellikle iliskili ve

rasgele durumlardaki paket kayiplarinin tipik niteliklerini inceleyecegiz.

Oncelikle TCP tikaniklik penceresi genel olarak periyodik bir yap:
gostermektedir. Bu Markov zinciri ile analiz edilebilir [66,69]. Boylece duragan bir

dagilim gosteren pencere islemini sayisal olarak hesaplayabiliriz.
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8.1 TCP Reno ile Kayiplarin Kurtarilmasi

TCP Reno ile kayip paketlerin kurtarilmasi icin iki yol mevcuttur; birincisi RTO
ile ve digeri de tekrar hizli iletim ve hizli kurtarim iledir. Hizl1i tekrar iletimi tetiklemek
icin gdnderici bir kayip paket i¢in en azindan K tane ¢ift alind1 (Acknowledgement, ACK)
almalidir (tipik olarak ii¢ ¢ift ACK).

t zamaninda, gondericinin tikanik penceresini ve yavag baslama esigini
belirtmeliyiz ssthresh, ile W(t) ve Wth(t). Varsayalim ki, paket kayboldu ve gonderici ¢ =
tp paketi i¢in K.nci ¢ift ACK aldi. Kayip paket tekrar hizli iletim yontemi ile vakit

kaybetmeden tekrar iletildi. Tekrar hizli iletimden sonra, gonderici sunu hazirlar

W(rD{@}K, W, (r@{@} (5.1)

Tekrar hizli iletim siiresince gonderici her ¢ift ACK alinca pencere boyutlarini
birer birer arttirir. Eger bilylitiilmiis pencere yeni bir paket igeriyorsa, gondericinin bu
paketi gondermesine izin verilir. Tekrar gonderilmis paket basarili bir sekilde iletildiyse,
normal(¢ift olmayan) ACK firetilir. Boylece tikanmis pencere hemen iletilecek pakete
kaydirilmis olur ve hizli kurtarma islemi sonlanmis olur. Gonderici tikanikligin 6nlendigi
paketleri ile tikanik pencereyi (ki bu da esitlik (8.1) de belirlenmis Wy ‘ye esittir)

gondermeye devam eder.

Eger bir penceredeki birden fazla paket kaybolduysa, birkag tekrar hizli iletim ve

hizl1 kurtarma islemi tekrarlanabilir. Bir pencere icin » tane kayip paket n tane hizl tekrar

iletim ile kurtarilabilir. Eger ilk tekrar hizl iletim hemen 6nceki zaman ¢, ise ve

n.nci kayip paket t,’de tekrar hizli transfer yapildiysa, W(t;) ve W(t,) arasindaki iliski
asagidaki gibi olur [24],

(8.2)

W)= [—W“)}

2)1
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8.2. Modelleme

TCP hareket bigiminde kayiplarin kurtarilmasini kaynak [69]’da tanimlanan turlar
(rounds) cinsinden modelleyelim. Pencerenin duragan dagilimmi bulmak ve kayip
kurtarilmasi olasiliklarint = ¢ikartabilmek icin, Markov Zinciri analiz yOntemini

kullanacagiz [67].

8.2.1 Kabullenmeler ve Tanimlamalar

Gondericinin gonderecegi sonsuz sayida paket oldugundan tikanik pencereler
kesinlikle artarak devam edecektir. Biitlin paketlerin ayni boyutlara sahip oldugunu kabul
edelim. Bu durumda bagaril1 paket iletimlerinin sonucunda gonderici her zaman bir ACK
alacagindan, gecikmis ACK durumunu dikkate almiyoruz [63]. Bilgi paketi boyutlarina
gore ACK paketinin boyutu goz ardi edilebilecek kadar kiiciik oldugundan ACK
paketlerinden kayip vermeyecegimizi kabul edelim. Hizli tekrar iletim esigini K ve
baglant1 esnasinda ilan edilmis maksimum pencere boyutunu W,,,, olarak tanimlayalim. /;
de penceredeki i.nci kayip paketi gostersin. Eger (m-1) paketin biitiin normal ACK’leri
alindiysa ve /;, k.nci turda iletilecek m.nci paket ise pencere kayb1 Q. Kayip paket igeren
bir pencerenin ilk paketi daima ilk kayip paketidir. Kayipli bir pencerede n kayip paket
icin kaybedilmeyen veya k.nci1 kurtarma periyoundaki turda yeni iletilmis kayip paket
sayisint @; olarak ifade edelim. Eger Q, u paket sayisina esitse, @; her zaman (u — n)’e
esittir. » > 2 ise @, kayma ve (» — 1).nci paket kaybinin tekrar iletimden sonra

kullanilabilir penceredeki kayma ve sisme ile iletilmis paket sayisini ifade eder [24].

8.2.2 ®,’nin Turetilmesi

Q=uicin @; u paketten diizgiin iletilmis paket sayis1 olsun. Bu durumda,
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g =u-1 (8.3)

i icin tekrar hizli iletim igleminin yeniden yapilmasindan sonra @, artmasi ile
kullanilabilir pencerenin yeni paketleridir. Son ulasan ¢ift ACK’y1 ele alacak olursak /;

pencereyi [u/2] + (u-2) ve u paket hala yarim kalmisdir; @, sdyle olur [24].

¢, =[wW2]+(u-2)-u=[w2]-2 (7.4)

Eger @2 > K ise, I, tekrar hizli iletim ile kurtarilabilir. Sekil 8.1 TCP Reno’nun

kayiplarin kurtarilmasi ile ilgili 6zelliklerini bir penceredeki iic paket kaybi igin

gostermektedir.Herbir tur agagidaki gibi agiklanabilir.

[
v

Round § ! I [

Round (i+1) : »

Round (i+15)

Round (i+2)

>

0 1 J k W X y I

Sekil 8.1. TCP Reno 'nun ii¢ kayp paket icin kayplarin kurtarilmasi davranisi [24].

e Kayiplarin kurtarilmasi i turunda baglar.
e /;i¢in son ¢ift ACK (i+1).nci turda alinir.
e [yicinilk ACK, (i+15).nci turda /;’in tekrar iletimi ile alinir.

e [,igin son ¢ift ACK (i+2).nci turda alinir.

Eger ilk kayip pencereyi (i) ve a’nin sag sinir degerini de R(a) seklinde ifade
edersek, herbir sinir degeri L(2(i)) = 0, R(Q2(7)) = u, R(I2) =j, R(I3) =k, R(Q@i+1))=x,
R(Q(i + 1.5)) =y ve R(Q(i + 2)) = z olur [24].
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Biitiin j,k degerleri i¢in 2 <j<u—1, j+1 <k<u, x,yvez asagidaki gibi ifade
edilebilir.

x =[u/2]+(u-3)
y=[j-1]+(w2)
z=[j-1]+(w4)+¢, (8.5)

Eger (i+1.5).nci turda y > x olursa y — x adet paket iletilmistir. Ciinkii /; daha
tekrar iletilmemistir ve [, icin ¢ift ACK iretilebilir. Bu iki durum igin, @3 seklinde
verilebilir [24].

¢3 = Z_max(xay)
=)+ [u/4]|- 2<j<u-2
_JG-D+u/dle 2<j<u 56
[u/4]-3 j=u—1.
@3 D; o Dy’den farkli olarak /’nin pozisyonu ile oldugu kadar Q’nin
boyutlariyla da baglantilidir. j maksimum oldugunda, esitlik (8.5)’e gore z de maksimum
degeri alir. Bu su nedenledir, pencere en ¢ok j = u# — 1 oldugunda kayar. Bu yiizden,
Q’nun minimum degeri, RTO’suz iiclii paket kayiplarinin kurtarilmasinda [fu /4] -3 = K

ile elde edilebilir. 2 <j <u — 2 ise /> i¢in kurtarilma kosulu sdyle olur [24]
G -D+[u/4]-u=K (8.7)

Eger [, ve [, arasindaki paket sayis1 u-/u/4]+(K-1) ’e esit veya daha biiylikse /3 tekrar hizl

transfer islemi ile kurtarilabilir.

Bir pencere icin dortlii paket kayiplari, tekrar hizli transfer yontemi ile higbir

sekilde kurtarilamaz [24].
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8.3 Olasilik Analizleri

8.3.1 Kayip Paket Modelleri

Rastgele paket kayiplart icin, herbir paket p olasiliginca kaybedilir ve bu
kayiplar bagimsizdir [66,68]. iliskili paket kayiplar1 ilk durum Markov Zinciri ile

modellenir [9,15]. Markov zincirinin baglanti olasilik matrisi Q;

p p
QC — BB BG (8 8 )
Pep Pose

seklindedir. Kanal iyi ve kotli durum olmak tizere iki durumda olabilir. Durum kétii iken

bir paketin kaybolma olasilig1 1°dir. Eger @’ya p., ve ['ve p,. dersek, iyi veya kotii

durumda olma olasilhig1 (7,7 ,) asagidaki gibidir [24];

o

Il = p , I, = . (8.9)
“a+p " a+p

Hatta ortalama iyi durum siireci 1/¢ ise ortalama kotii durum siireci 1/ 4 dir.

Stirecin miktar1 paketlerin sayis1 kadardir. Cilinkii her iletim zamani i¢in durum

degismekte oldugu kabul ediyoruz [24].

8.3.2 Markov islemi

Bir penceredeki TCP degisimi Markov Zincirine adapte edilerek analiz edilebilir.
Markov zincirinin duragan dagilimi, degisim olasiliklar1 belirlendigi zaman sayisal olarak
elde edilebilir. Tikanik pencere boyutu kayip kurtarilmasindan sonra her zaman [u /2]’e

kadar diismesi harig, degisim olasiliklarini hesaplamak i¢in [66,68] ‘teki islemleri takip
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edecegiz. Gelecek gongiideki kaybolan paket sayisi ve pencere boyutlari arasindaki iligki

esitlik (8.2) ile tanimlanabilir [24].

Her RTO olusumunda gelecek dongiiniin W;;,’1 asagidaki gibi ifade edilebilir. Q
=u i¢in, paketlerin arasindan iki paketin kaybolacagin1 ve RTO olusacagini varsayalim.
Eger u > K + 2 ise, en azindan ilk kayip paket tekrar hizli transfer ile belki kurtarilabilir.
Bu durumda ikinci kayip paketin RTO’ya neden olacagindan emin olabiliriz. Bu yiizden
gelecek dongiide Wy’ nin degeri [u / 2] olur. ’nin degerine ve kayip paket sayisina bagl
olarak, gelecek donglide Wy, ’nin degeri [u /2] , [u /4] ve [u/ 8] degerlerinden biri olur
[24].

[liskili kay1p paket modeline gore, hi¢ paket gonderilememis bir kanal i¢in RTO
stiresince kanalin durumunu bilmek imkansizdir. Eger gelecek dongiideki ilk paket
kaybolmaz, ancak kanalin durumunun iyi oldugu da bir agiktir. Kanal gelecek dongiiye
her zaman iyi durumda baslamis olmasmma ragmen arka arkaya ne kadar RTO
gerceklesecegini bilemeyiz. Bu ylizden {2,3,4.....,Wu./) alam iizerinde {Q;} islemini
hesaba katmaliyiz. Birbiri ardina ger¢ceklesen RTO’larin tikanik pencere islemi degisimini

etkilemedigini de vurgulamaliy1z [24].

8.3.3 Tekrar Hizl iletme Olasihig

Bir penceredeki her paketin tekrar hizli iletimle kurtarilabilirligi olan R, TCP

Reno’nun tekrar hizli iletim olasiligi olsun. Oyleyse, elimizde

R, = Z%R@ (u)z, () (8.10)

n  u=l

var. Buradaki 7, (w), n ve R\”(u) i¢in kayip pencerenin duragan durum olasilig olsun.

R\ (u) asagidaki gibi [24]
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R\" (u) = P{(u-1) paket disinda (n-1) paket kaybedilir}

*P {kaywp diizeltme sirasinda paket kaybi yoktur}. (8.11)

olur. Rasgele paket kayiplari igin R;e") (u) ncinsinden soyle yazilabilir [24],

R (w)=(1-p)"
R ()= (u~1)p(1-p)™*

[u/4]—

K +@,+
RYG)=(" ) pta-p) e

Sonugta rasgele paket kayiplari i¢in toplam tekrar hizli iletim olasilig1 [24],
. s [u / 4]) 5 -
Ry (u)=(1-p)' {1+u-pl-p)* +( , P (1=p)="5. (8.13)
gibidir.

Iligkili paket kayiplart modelinde, R\”(u)’yi hesaplayabilmek i¢in kayip
paketlerin diizenleri incelenmelidir. n=1/ i¢in, bir paketin kaybedilmesinden sonra kanal

iyi duruma ge¢melidir ve tekrar iletimler dahil u kadar paketin iletimi tamamlanana kadar

da iyi olarak kalmalidir. n=2 igin R\” (1) iki kayip paketin ardarda olma olasilig1 olsun ve
R (u),, iki kayip paketin ardarda olmama olasili1 olsun. O zaman R\’ (u) degeri
R (u),, ve RY(u), 'nin toplamina esittir. n=3 igin /> ve /; ardarda olmayabilir veya
verilen sartlar ve j=u-I i¢in ger zaman ardarda iken j . < j<u—2 olmayabilir. Sonug
olarak iligkili paket kayiplar1 i¢in R\ (u)

Ry (u) = (- )
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R ()= fu~1)""{(1-e)(1~ B+ (u~-2)ap}

R,(f’(u)={ af(=p-e)™ ™ j=u-l (8.14)

o (1-a)* "N, (=) + N, (1= )} jou S jSu—2

Burada /; ve /; ardarda ise durum sayisi Ny, ve /> ve /3 ardarda degilse durum sayisi N,;.

Ny, ve Ny'in degerleri asagidaki gibidir [24]

N :u_(jmin_ 1)_2

su

N =( . (j‘;"“ ) 1)]— (N. —1), (8.15)

i —a— Wman=32 (f=1/2)

o
@

'S

Fast Retrarsmit Frebatility
o o
o 0
T

o1 0.1
G ~4 -3 -2 -1 -] G -2 -2 -1 . 0
10 10 10 10 10 10 10 10 10
Packat Loss Probabiity Packst Loss Probablity

Sekil 8.2. (a) rasgele paketlerin icin (b) iliskili paketler igin
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SONUGLAR

Paket anahtarlamali aglar, farkli kaynaklardan verinin ayni yol boyunca
iletilmesine izin verir. Bu yol iizerinde paketlerin gondericiden aliciya iletilebilmesi i¢in
kullanilan ydnlendiriciler, paketlerin alinma orani islem yapilarak gonderilme oranindan
bliylik olabileceginden gelen paketleri tampon adi verilen bir sirada saklar. Bu siralar ilk
giren ilk ¢ikar prensibine gore ¢alisir ve sinirh bir kapasiteleri vardir. Sinirlt kapasitesi
olan siralar doldugu zaman sikisiklik olusmakta ve gelen paketler disiiriilmeye
baslanmaktadir. Bu arastirma igerisinde sikisikligin, olusmadan Once tespit edilerek
onlenmesi i¢in gelistirilen RED, REM ve RENO modelleri incelenmistir. Sikigiklik
seviyesi, RENO’da, tampon tagmalar1 ile AQM olmadan o6lg¢iiliirken, RED ortalama sira

uzunlugu parametresi ile REM’de ise licret parametresi ile dl¢iilmektedir

Aktif sira yonetiminin esas amaci genel olarak, diisiik ortalama sira gecikmesi ve
yikksek islem hacminin saglanmasidir.  Burada bunlarin ayrintilar1 ve yapilan
benzetmelere bakilarak, ¢esitli yorumlar yapilmistir. RED’in ana amaglarindan bir tanesi,
sira uzunlugu algoritmasit ve erken sikigsma bildirimi kombinasyonunu kullanarak, diisiik
ortalama sira gecikmesi ve yliksek islem hacmini birarada basarmakdir. RED’in benzetme
denemeleri ve iglemsel deneyler bu konuda olduk¢a basarili oldugunu ortaya koymustur.
Bunun yaninda RED’in en zay1f noktasi ise, sikisma seviyesinde ve parametre ayarlarinda

ortalama sira uzunlugunun cesitli olmasidir.

REM’in esas amagclarindan birisi sikisiklik Olgiisiinii  (iicret) performans
Olgiistinden (kayip ve sira) ayirmaktir, boylece sikisma o6l¢iisii, kaynaklarin sayisi ile
cesitlenmek zorundadir, performans 6l¢iisii hedef etrafinda bagimsiz olarak kararli hale
getirilebilir. Benzetme sonuglarindan, temel RED’in basitlik ve kararliligindan fedakarlik
etmeden bu amaci basarabildigimiz goriinmektedir. Bu 6zellik kablolu aglar iizerinde
TCP’nin performansii gelistirmek i¢in kullanilabilir. Bunun yaninda bunun bir denge

ozelligi oldugunu ve REM’in iletim davraniginin daha dikkatli calisilmasi gerektigi
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vurgulanmaktadir. Diger bir amaci ise hem giris oranin1 hat kapasitesi etrafinda ve hemde
siray1 kiiclik bir hedef etrafinda, hatt1 paylagsan kaynaklarin sayisin1 6nemsemeden kararlt

hale getirmektir.

AQM’in kararliligini anlatmak icin ¢ok hatli ¢ok kaynakli model gelistirilmistir.
Karigik kaynaklar ve RED’in kararli bolgesinin gdsterilen formu ile tek hatli durumu igin
uygun kararlilik sart1 sunulmustur. Agin gecikme yada kapasitesindeki biiyiime sonucunda
RED kararsiz olmaktadir. Analizler de, TCP kararliliginda RED’in zorlugunun roliinii
belirtilmistir. Ayrica, kontrol teorisine goére TCP ve AQM modelinin bir birlesimini analiz
edilmistir. Daha Onceden gelistirilmis sistemin dogrusal olmayan modeli
dogrusallagtirilarak kullanilmis ve AQM sisteminde RED gerceklestirilerek bu analiz
gosterilmistir. RED’in dogrusal geri besleme kontrol sisteminin, kararlilik operasyonuna
yol gostermesi agisindan, parametrelerin se¢imi ile ilgili tasarim rehberi sunulmustur.

Ayrica sistemin kararliligina iligkin ifadeler tiiretilerek tasarlanmigtir.

KAYNAKLAR



[1].

[2].

[3].

[4].

[5].

[6].

[7].

[8].

[9].

[10].

[11].

[12].

[13].

[14].

Jacobson V., Karels M.J.,”Congestion Avoidance and Control”, Kasim
1988.

Fabiani M., “TCP Congestion Avoidance”, Internetworking 2G1305,
2003.

Weigle M.A.C., ”Investigating The Use Of Syncronized Clocks in TCP
Congestion Control ”, Doktora Tezi, 2003.

Floyd S., Jacobson V., “Random Early Detection Gateways for Congestion
Avoidance* , IEEE/ACM, Agustos 2003.

Floyd S.,Gummadi R.,Shenker S, “Adaptive RED : An Algorithm for
Increasing the Robustness of RED’s Active Queue Management”, Agustos
2001.

Wydrowski B., Zukerman M., "GREEN: An Active Queue Management
Algorithm for a Self Managed Internet", ICC 2002, New York, Vol. 4,
2368-2372

Braden B., Clark D., Crowcroft J., Davie B., Deering S., Estrin D.,
Floyd S., Jacobson, V. Minshall G., Partridge C., Peterson L.,
Ramakrishnan K. K., Shenker S., and Wroclawski J., “Recommendations

on queue management and congestion avoidance in the internet”, Internet
Draft, 1998

Ozekes S., “Evaluation Of Active Queue Management Algorithms”,
Istanbul Ticaret Universitesi Fen Bilimleri Dergisi Yil : 4 Sayi1 :7 Bahar
2005/1 123-140

Michele Zorzi and A. Chockalingam: Throughput Analysis of TCP on
Channels with Memory. IEEE Journals on Selected Areas in
Communications, Vol: 18, 2000, 1289-1300

M. Christiansen, K. Jeffay, D. Ott, and F.D. Smith, “Tuning RED for web
traffic”, ACM/SIGCOMM, 2000.

Alhussein A. Abouzeid, S. Roy, and M. Azizoglu: “Stochastic Modeling of
TCP over Lossy Links”, IEEE INFOCOM, 2000, 1724—1733

Teunis J. Ott, T. V. Lakshman, and L. HWong, “SRED: Stabilized RED”
IEEE/INFOCOM, 1999.

W. Feng, D. Kandlur, D. Saha, and K. Shin, “Blue: A New Class of Active
Queue Management Algorithms,” Tech. Rep., UM CSE-TR-387-99, 1999.

)

Dong Lin and Robert Morris, “Dynamics of random early detection,’
ACM/SIGCOMM, 1997.

138



[15].

[16].

[17].

[18].

[19].

[20].

[21].

[22].

[23].

[24].

[25].

[26].

[27].

[28].

Farooq Anjum and Leandros Tassiulas: “On the Behavior of Different
TCP Algorithms over a Wireless Channel with Correlated Packet Losses”,
ACM SIGMETRICS, 1999, 155-165.

Feng W., Shin K. G., Kandlur D. D., Saha D., "The BLUE active queue
management algorithms", IEEE/ACM , Vol.10, No:4, 2002, 513-528.

S.Athuraliya, V.H.Li, S.H.Low, Q.Yin, “REM, Active Queue Management”,
January 2001 .

Feng W., Kapadia A., Thulasidasan S., (2002/a), “GREEN: Proactive
Queue Management over a Best-Effort Network”, IEEE Global
Telekomiinikasyon Konferanst (GLOBECOM 2002), Taipei, Taiwan,
Vol.21, No:1, 1784-1788

Pletka R., Waldvogel M., Mannal S., “PURPLE: Predictive Active Queue
Management Utilizing Congestion Information”, Proceedings of the 28.
Yillik IEEE Konferanst, Yerel Bilgisayar Aglari, LCN 2003, 21-30

K. Ramakrishnan, S. Floyd, “A Proposal to add Explicit Congestion
Notification (ECN) to IP”, RFC 2481, Ocak 1999.

S.H.Low, F.Paganini, J. Wang, S.Adlakha, J.C.Doyle, “Dynamics of
TCP/RED and Scalable Control”, IEEE Infocom, Haziran 2002.

Martin May, Thomas Bonald, and Jean-Chrysostome Bolot, “Analytic
evaluation of RED performance,” IEEE Infocom, Mart 2000.

P.P. Mishira, D. Sanghi, and S. K. Tripathi: “TCP Flow Control in Lossy
Networks: Analysis and Enhancements”, IFIP Transactions C-13, S.V.
Raghavan, G.V. Bochman, and G. Pujolle, Eds. Amsterdam, The
Netherlands: Elsevier North-Holland, 1993, 181-193.

B. J. Kim and J.Y. Lee: “Analytic Models of Loss Recovery of TCP Reno
with Packet Losses”, ICOIN, 2003.

Chris Hollot, Vishal Misra, Don Towsley, and Wei-Bo Gong, “A control
theoretic analysis of RED,” IEEE Infocom, Nisan 2001.

Steven H. Low, “A duality model of TCP flow controls”, IP Trafigini
Ol¢me, Modelleme ve Yonetme igin ITC Semineri, Eyliil 2000.

Chris Hollot, Vishal Misra, Don Towsley, and Wei-Bo Gong, “On
designing improved controllers for AQM routers supporting TCP flows,”
IEEE Infocom, Nisan 2001.

Fernando Paganini, John C. Doyle, and Steven H. Low, “Scalable
laws for stable network congestion control”, Karar ve Kontrol Semineri,

139



[29].

[30].

[31].

[32].

[33].

[34].

[35].

[36].

[37].

[38].

[39].

[40].

[41].

[42].

140

Aralik 2001.

Mark Allman, “A web server’s view of the transport layer,” ACM
Computer Communication Review, vol. 30, no. 5, Ekim 2000.

Steven H. Low, Larry Peterson, and Limin Wang, “Understanding
Vegas: a duality model,” ACM, 2002.

Lawrence S. Brakmo and Larry L. Peterson, “TCP Vegas: end to end
congestion avoidance on a global Internet,” IEEE, vol. 13, no. 8, pp.
1465-80, Ekim 1995.

Barrett O’Neill, Elementary Differential Geometry, Academic Press, 1966.

Glenn Vinnicombe, “On the stability of end-to-end congestion control for
the Internet,” Teknik Rapor., Cambridge Univiversity, Aralik 2000.

R. Johari and D Tan, “End-to-end congestion control for the internet:
Delays and stability”, Teknik Rapor, 2000, Cambridge Univ. Istatistiksel
Labaratuar Arastirma raporu 2000-2.

L. Massoulie, “Stability of distributed congestion control with
heterogeneous feedback delays”, Teknik Rapor, Microsoft Arastirmasi,
Cambridge UK, TR 2000-111, 2000.

W. Feng, D. Kandlur, D. Saha, and K. Shin, “A self-configuring RED
gateway,” IEEE INFOCOM, Mart 1999.

R. J. Gibbens and F. P. Kelly, “Resource pricing and the evolution of
congestion control,” Automatica, vol. 35, 1999.

Srisankar Kunniyur and R. Srikant, “End—to—end congestion control
schemes: utility functions, random losses and ECN marks,” IEEE Infocom,
Mart 2000.

Srisankar Kunniyur and R. Srikant, “A time—scale decomposition
approach to adaptive ECN marking,” IEEE Infocom, Nisan 2001.

Sanjeewa Athuraliya, Victor H. Li, Steven H. Low, and Qinghe Yin, “REM:
active queue management,” IEEE Network, Mayis/Haziran 2001,
ITC17 nin genisletilmis versiyonu, Salvador, Brezilya, Eyliil 2001.
“Parallel  simulation  environment  for  complex  systems,”
http://pcl.cs.ucla.edu/projects/parsec/.

Matthew Mathis, Jamshid Mahdivi, Sally Floyd, and Allyn Romanow,”
TCP selective acknowledgement options”, RFC 2018, Ekim 1996.



[43].

[44].

[45].

[46].

[47].

[48].

[49].

[50].

[51].

[52].

[53].

[54].

[55].

[56].

[57].

141

Kevin Fall and Sally Floyd. Simulation-based comparisons of Tahoe,
Reno, and SACK TCP. ACM Computer Communication Review, Temmuz
199¢.

Mark Allman, Vern Paxson, and W. Richard Stevens. “TCP congestion
control”, RFC 2581, Nisan 1999.

Janey Hoe. “Improving the start-up behavior of a congestion control
scheme for TCP”, ACM SIGCOMM, 1996.

Janey Hoe.” Startup dynamics of TCP’s congestion control and avoidance
Schemes”, Master’s thesis, MIT,
http://ana-www.lcs.mit.edu/anaweb/ps-papers/hoe-thesis.ps, 1995.

Sally Floyd and Tom Henderson. “The NewReno modification to TCP’s
fast recovery algorithm”, RFC 2582, Experimental, Nisan 1999.

Jitendra Padhye and Sally Floyd, “On inferring TCP behavior”, ACM
SIGCOMM, 287-298, Eylil 2001.

Victor Firoiu and Marty Borden,” A Study of Active Queue Management
for Congestion Control”, IEEE Infocom, 2000, 1435—1444.

V. Jacobson, K. Nichols, and K. Poduri, “RED in a Different Light”, Eyliil
1999.

T. Ziegler, S. Fdida, and C. Brandauer “Stability Criteria for RED with
Bulk-data TCP Traffic”, 2001. Teknik Rapor, Agustos 1999.

S. Floyd, M. Handley, J. Padhye, and J. Widmer. TFRC Web Page, 2000.

W. Stevens, “TCP Slow Start, Congestion Avoidance, Fast Retransmit, and
Fast Recovery Algorithms”, RFC2001, 1997.

Vishal Misra, Wei-Bo Gong, and Don Towsley, “Fluid-based Analysis of
a Network of AOQM Routers Supporting TCP Flows with an Application to
RED,” ACM/SIGCOMM, 2000.

“ns-2 Network Simulator”, http://www.isi.edu/nsnam/ns/.

2

S. Mascolo, “Congestion control in high-speed communication networks,
Automatica, vol. 35, Mart 1999, 1921-1935.

Gene F. Franklin, J. David Powell, and Abbas Emami-Naeini, “Feedback
Control of Dynamic Systems”, Addison-Wesley, 1995.



[58].

[59].

[60].

[61].

[62].

[63].

[64].

[65].

[66].

[67].

[68].

[69].

142

F. Kelly, “Mathematical modelling of the Internet,” , 2001.

Karl J. A., “Oscillations in Systems with Relay Feedback”, IMA Volume
Matematik and Uygulamalari, 1995, vol. 74, 1-25.

Sally Floyd, “Recommendation on using the “gentle ” variant of RED,”
http://'www.aciri.org/floyd/red/gentle.html, Mart 2000.

J. Mahdavi and Sally Floyd, “TCP-friendly unicast rate-based flow
control”, Ocak 1997.

M. Mathis, J. Semke, J. Mahdavi, and T. Ott, “The macroscopic behavior
of the TCP congestion avoidance algorithm,” Computer Communication
Review, vol. 27, no. 3, Temmuz 1997.

W. Stevens: TCP/IP Illustrated, Vol. 1 The Protocols. Addison-Wesley,
1997

Sanjeewa Athuraliya and Steven H. Low, “Optimization flow control, II:
Implementation”, http://netlab.caltech.edu, Mayis 2000.

H. Balakrishnan, V. N. Padmanabhan, S. Seshan, and R. H. Katz, “A
Comparison of Mechanisms for Improving TCP Performance over
Wireless Links”, IEEE/ACM, Vol. 5, 1997, 756-769

T.V. Lakshman and Upamanyu Madhow, “The Performance of TCP/IP for
Networks with High Bandwidth-Delay Products and Random Loss”,
IEEE/ACM, Vol. 5, 1997, 336-350

Anurag Kumar, “Comparative Performance Analysis of Versions of TCP
in a Local Network with a Lossy Link” IEEE/ACM, Vol. 6, 1998, 485—498

Anurag Kumar and Jack Holtzman, “Comparative Performance Analysis
of Versions of TCP in a Local Network with a Mobile Radio Link”,
http://ece.iisc.ernet.in/ anurag/

J. Padhye,V. Firoiu, D.F. Towsley, and J.F.Kurose,” Modeling TCP Reno
Performance: A Simple Model and Its Empirical Validation. IEEE/ACM

, Vol. 8, 2000, 133—145



	K.4
	K.4.TCPRENO

