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OzeT

Mikrodizi verilerine dayanan veri madenciligi analizi, hastalik teshisi ve farmakoloji alanlarinda kullanilmaktadir.
Analiz asamasinda yasanan en onemli zorluk, mikrodizilerin yiiksek boyutlu olmasi ve ¢ok sayida gereksiz
Oznitelik igermesidir. Bu nedenle ¢aligmada kullandigimiz prostat kanseri mikrodizi veri kiimesi tizerinde 6znitelik
boyut azaltilmasi amaciyla Temel bilesenler analizi (TBA) ve Parcacik siirii optimizasyonu (PSO) kullanilmigtir.
Bu sayede hastaliklar1 etkileyen genler tespit edilmektedir. Boyutu azaltilmis veri kiimeleri Destek Vektor
Makinesi ve k-En Yakin Komsuluk siniflayici yontemlerine giris olarak verilmis ve siniflandirma basari sonuglari
degerlendirilmistir. Sonug olarak PSO boyut azaltma ydntemi ile prostat kanserinde etkin genler belirlenmis ve 50
Oznitelik ile %95.77 basar1 elde edilmistir.

Anahtar Kelimeler: Mikrodizi, Prostat Kanseri, Temel bilesen analizi, Par¢acik siirii optimizasyonu.

Prostate Cancer Diagnosis With Machine Learning Methods On
Microarray Data Reduced In Dimension Using Particle Swarm
Optimization
ABSTRACT

Data mining analysis based on microarray data is used in disease diagnosis and pharmacology. The major challenge
in the analysis phase is the high dimension of microarrays and the large number of unnecessary features. For this
reason, Principle Component Analysis (PCA) and Particle Swarm Optimization (PSO) were used to reduce the
feature dimension on the prostate cancer microarray dataset used in the study. In this way, genes that affect diseases
are determined. Dimension reduced data sets are given as input to Support Vector Machine and k-Nearest neighbor
classification methods and classification success results are evaluated. Finally, active genes in prostate cancer were
identified by PSO dimension reduction method and 95.77% success was achieved with 50 attributes.
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|. GiRris

eknoloji ve arastirmalardaki yenilikler sayesinde DNA mikrodizi teknolojisi ile binlerce genin ifade
Tanalizi gergeklestirilmektedir [1]. DNA mikrodizisi, binlerce genin ifade analizini miimkiin kilan
yiiksek yogunluklu gen diziliminden olusmaktadir [2]. Bu teknoloji, ¢esitli hastalik tiirlerinin tanisi ve
teshisine olanak saglar. Bu yontem basta tip ve ilag sektorii olmak tizere bir¢ok alanda kullanilmaktadir.
Ayni dokular1 elde eden hasta ve saglikli hiicrelerdeki genlerin analizi DNA mikrodizi teknolojisi ile
karsilastirilabilir. Bu sayede hastalikla iligkili genlerin bulunmasi saglanmaktadir. DNA mikrodizi veri
analizi 6zellikle kanser gibi hastaliklarla iliskili genlerin tanimlanmasinda énemli bir rol oynamaktadir
[3]. Hastalikla iligkili genleri tanimlayarak herhangi bir kisinin hasta veya saglikli olma olasiligi
hesaplanmaktadir. Bu nedenle mikrodizi verileri gibi biiyiik 6lgekli verilerin analizi i¢cin boyut azaltma
teknikleri ve yliksek performansli siniflandirma yontemleri kullanilmaktadir [4].

Literatiirde mikrodizi kanser verilerinin boyut azaltma isleminin ardindan makine 6grenmesi yontemleri
kullanilarak siniflandirma basarilarin1 karsilastiran c¢ok sayida ¢aligma bulunmaktadir. Mikrodizi
verilerinin siniflandirilmasinda makine &grenmesi yontemleri kullanilmaktadir. Ancak mikrodizi
verilerinin boyutunun ¢ok biiyiik olmasi ve performans diigiikliigiine sebebiyet vermesinden dolay:
farkli boyut azaltma yontemleri kullanilmistir. Mikrodizi verisiyle ilgili olarak yapilmis ¢alismalar
incelendiginde boyut azaltma amaciyla Temel bilesenler analizi (TBA) ve yapay zeka temelli
optimizasyon algoritmalarinin yaninda Destek vektor makinesi (DVM), k-En yakin komsuluk (kKNN),
Karar Agaglar1 gibi makine 6grenmesi yontemleri kullanildig1 goriilmiistiir.

Mikrodizi verisinde boyut azaltma islemi i¢in Parcacik siirii optimizasyonu (PSO) kullanan ¢aligsmalarin
ilki lenfoma, 16semi, kolon ve gdgiis kanseri mikrodizi verisi iizerine yapilmistir. PSO boyut azaltma
yontemi kullanilarak gergeklestirilen siniflandirmada %80 basart orani [5], ikincisinde ise ii¢ adet
mikrodizi verisi lizerinde boyut azaltma yapilarak kNN siniflandirma algoritmasiyla % 92.54 basan
orani elde edilmistir [6]. PSO ile hamming uzaklig1 birlikte kullanilarak lenfoma, 16semi ve kolon veri
seti lizerinde boyut azaltma islemi uygulanmis olup, kNN algoritmast ile % 93.55 basar1 elde edilmistir
[7]. Yumurtalik kanseri mikrodizi veri seti tizerine yapilmis ¢alismada, boyut azaltma islemi igin hibrit
bir yontem olarak PSO ve Genetik algoritmalar1 kullanilmis ve DVM ile yapilan siniflandirmada % 98
basar1 [8], son olarak ta on adet farkli mikro dizi veri setine boyut azaltma islemi uygulanarak C4.5
algoritmasiyla % 88.15 siniflandirma basarisi gozlemlenmistir [9]. G6giis kanseri {izerine yapilmis TBA
algoritmasi kullanilan ¢aligmalarin ilkinde Apriori algoritmast ve YSA uygulayarak % 98.29 basari
orani [10], diger ¢alismada ise Naive Bayes smiflandirma algoritmasi ile % 93.42 basari oranina
ulagilmistir [11].

Bu calismada, prostat mikrodizi veri kiimesine TBA ve PSO kullanilarak boyut azaltilmasina gidilmistir.

Boyutu azaltilmis veri kiimeleri DVM ve kNN siniflayiciya giris olarak verilmis ve siniflandirma basari
sonuglar1 degerlendirilmistir.

Il. MATERYAL VE YONTEM

Yapilan ¢aligmada prostat kanseri mikrodizi veri seti kullanilmigtir [12]. Calismada kullanilan 10509
Oznitelik bilgisine sahip veri seti 102 hastaya ait mikrodizi verisinden olusmaktadir. Bu veri setinde 102
hastanin 50 sinde kanser vakasi ile karsilasilirken 52 hastada kanser vakasi ile karsilagilmamuistir.
Buradaki 6zniteliklerin her birisi bir geni temsil etmektedir. Mikrodizi gen verisine http://www.gems-
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system.org/ adresinden ulasilabilmektedir. Calismada boyut azaltma islemi igin PSO ve TBA,
siniflandirma islemi i¢in de DVM ve kNN yontemleri kullanilmistir.

A. BOYUT AZALTMA

Boyut azaltma islemi, biiylik veri kiimeleri igerisinden ilgisiz verileri silerek optimum 6znitelik alt
kiimesi bulunmasi i¢in kullanilan bir yontemdir [13, 14]. Bu islem tiim mikrodizi veri setleri igin
genellikle kullanilmaktadir. Calismada kullanilan mikrodizi veri boyutunun biiyiik olmasindan dolay1
boyut azaltma islemi uygulanarak dogru siniflandirma performansinin arttirtlmas1 amaglanmaktadir.

B. TEMEL BILESEN ANALIZI (TBA)

Makine ogrenmesinde kullanilan ve 6znitelik sayisinin azaltilmast i¢in uygulanan istatistiksel bir
yontemdir [15]. Ogrenme siirecinin hizlanmasi amaglanmaktadir. Yontemin ¢alisma adimlar1 agagidaki
gibidir.

Adim 1. Biitiin veri kiimesini al.

Adim 2. Biitiin boyutlarin ortalama degerlerini hesapla.

Adim 3. Tiim veri kiimesinin dagilim matrisini (diger bir deyisle, kovaryans matrisi) hesapla.

Adim4. Oz vektorleri (1, €, ..., €4) ve bunlara karsilik gelen 6z degerleri (A1, Ao, ..., Ad) hesapla.

Adim 5. Olusan tabloda 6z degerleri biiyiikten kiigiige dogru siralayarak dxk boyutlu bir matris
olan W 'yi (burada her siitun bir 6z vektorii temsil eder) olusturmak i¢in en biiylik 6z
degere sahip k 6z vektori seg.

Adim 6. Bu dxk 6z vektor matrisini kullanarak 6rnekleri yeni alt uzay iizerine doniistiir. Bu durum
matematiksel denklemle soyle dzetlenebilir: y = W' x x (X, bir 6rnegi temsil eden dx/
boyutlu bir vektor ve y, yeni alt uzayda doniistiiriilmiis £ x / boyutlu bir rnektir.)

Varyans, verinin yayilimu ile ilgili bir baska 6l¢lim bilgisi veren kavramdir. PCA da, yiiksek boyutlu
verideki maksimum varyanslar1 bulmay1 ve orjinal verininkine esit veya ondan daha az boyuta sahip
yeni bir alt uzay iizerine yansitmayi saglar. Bu nedenle, alt uzayn varyansinin maksimum ve boyutunun
minimum olmasi istenir. Bu ¢alismada TBA yonteminin boyut azaltma amaciyla tercih edilmesinin
nedeni literatiirde ¢ok sik kullanilmasi ve basarili sonuglar iiretmis olmasidir.

C. PARCACIK SURU OPTIMIZASYONU (PSO)

Kus ve balik siiriilerinin sosyal davraniglarindan esinlenerek gelistirilmistir. PSO da her bir parcacik bir
ajan olarak kabul edilir ve her parcacik bir ¢dziim sunar. Bir uygunluk fonksiyonu ile her bir pargacigin
uygunluk degeri hesaplanir. Bu pargaciklar bir hiz ve konum bilgisine sahiptir [16].

Standart PSO algoritmasinda bir pargacigin pbest degerinin giincellenmesi ancak su anki pozisyonunun
pbest degerinden daha iyi olmasi ile ger¢eklesmektedir. Fakat bu durum PSO’nun boyut azaltmada
kullanilmasi durumunda bir sinirlandirma getirebilmektedir. Asagida verilen algoritmada gorildiigii
gibi kullandigimiz yaklasimda Standart PSO algoritmasindan farkli olarak uygunluk fonksiyonu
(Fitness) parcacigin siniflandirma performansi (ErrorRate) ayni iken 6znitelik sayisi (#Features) daha
az oldugunda da pbest gilincellenecektir [17].
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Kullanilan PSO Algoritmasi:

Adim 1. Baslangigta, her bir pargacik, rastgele bir sekilde, 6znitelik kiimesinin bir alt kiimesi (d)
olarak ayarlanir.

Adim 2. Her bit parcacik i¢in, egitim verisinin ilgili par¢aciga ait 6znitelik alt kiimesi tizerinde
siiflandirma yapilarak, ErrorRate degerleri hesaplanir. Daha sonra, her bir par¢acigin
uygunluk degerleri Esitlik 1 ve Esitlik 2 kullanilarak hesaplanir.

ErrorRate(d;) = (FP + FN) /(TP + TN + FP + FN) (D)
Fitness;= ErrorRate; + o x #Features 2

Esitlik 2°de bulunan ErrorRate, siniflandirma performansini, d;, ilgili parcaciga ait dznitelik alt
kiimesini, #Features, pargaciga ait Oznitelik sayisii ve o, #Features degerinin 6nemini
belirleyen ¢ok kiiciik degerli bir katsay1y1 ifade etmektedir.

Adim 3. pbest ve gbest degerlerinin gilincellenmesi asagidaki sekilde yapilir.

Eger Fitness; < pbest; ise pbest;= Fitness;

Eger Fitness; = pbest; ve #Features; < #Features ise pbest;= Fitness;

Eger Fitness; > pbest; ise hicbir sey yapma.

Tiim parcaciklarin hesaplanan pbest degerlerinin en iyisi gbest degeri Esitlik 3’teki gibi ayarlanir.

gbest = min(pbest) 3)

Adim 4. Her bir pargacik igin pargacik hiz1 (Vi) hesaplanir ve par¢acik konumu (Xi), Vi ‘ye bagh
olarak giincellenir. Giincelleme islemleri i¢in Esitlik 4 ve 5 kullanilir.

Vit = V¥ + ¢yrand, (pbest; — X[) + c,rand,(gbest — X[) (4)
X[ = xf vt (5)
Burada;
o X; : pargacigin mevcut pozisyonu (konumu),
o V; : Pargacigin mevcut hizi (konum degisikligi),

o rand: (0,1) aralifinda rastgele bir deger,
. k: iterasyon,

o pbest: her pargacigin kendi en iyi ¢oziimii (Personal Best),
o gbest: tiim parcaciklarin en iyi ¢6ziimii (Global Best),
o c1,C¢2: (0-4) araliginda secilen 6grenme faktoriidiir. Parcaciklar1 pbest ve gbest

konumlarina dogru yonlendirir.

Adim 5. Maksimum iterasyon degerine kadar 2-4 adimlar1 tekrarlanir.
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D. DESTEK VEKTOR MAKINESI (DVM)

DVM, oriintli tanima ve siniflandirma problemlerinin ¢dziimii i¢in Vapnik tarafindan gelistirilmis,
dagilimdan bagimsiz bir algoritmadir [18]. Veriyi siniflandirirken siniflarin birbirlerine en yakin olan
orneklerini bularak bu 6rneklerin iki simifi ayiracak olan ayirici yiizeye dik uzakliklarini maksimize
etmeyi amagclar. Ayirict ylizeyin veri kiimesi tizerindeki basarist1 degismeden birgok farkli
kombinasyonu olabilir. DVM sayesinde ayirici yiizey her iki sinifa da ayn1 mesafede ve maksimum
uzaklikta olur. Bu durum Sekil 1°de goriilmektedir.

Destek Vektbreri

Swur

Xy & P
y ©
Oo‘ : @ ® @
o Ceop® ©
© O
©0 . @ ©
®) (@) O Optimum Hper-Diziem
: wx+b=0

Sekil 1. Genel bir destek vektor makinesi modeli [18]

Sekil 1°de goriildiigii gibi, X1 Ve Xo diizleminde bulunan veri kiimesinin iki sinifin ayiric1 ylizeye uzakligi
olan ||w|| degerini minimize etmek iki sinif arasinda ayrilmay1 maksimize eder. ||W|| degerini minimize
etmek amaciyla Lagrange optimizasyonu kullanilir. Lagrange optimizasyonu bir fonksiyonun en kiigiik
ve en bilylik degerlerini bir kisida bagli olarak bulmak gerektiginde uygulanan en temel yontemdir. Bir
g(x) kisit fonksiyonunun « katsayisi oraninda f(x) amag fonksiyonuna eklenmesi ile elde edilir. Bu islem
Esitlik 6 ile ifade edilmektedir.

L(x, @) = fix) + ag(x) (6)
Dogrusal olarak ayrilabilen bir veri kiimesinde DVM algoritmasi agsagidaki gibi ¢aligir:
Adim 1. ki farkli sinifin birbirine en yakin iki noktasi (destek vektdrleri) segilir ve bu noktalardan

gecen ve birbirine paralel iki hiper diizlem ¢izilir. Bu iki hiper diizlem siirint (Hi, Hy)
olusturur. Bu diizlemler arasinda higbir 6rnek olmamalidir.

Adim2.  Kullamlacak hiper diizlemin normali ayn1 zamanda agirlik vektorii (W) niin normu ||w]]|
Esitlik 7 ile hesaplanir. Optimum hiper diizlem, sinir diizlemlerinin tam ortasinda bulunan
diizlemdir.

W= llxy — x|l (7)

Adim3.  Ornekleri en iyi sekilde ayiran hiper diizlem agagidaki esitligi minimize eden diizlemdir.
1 —_
ow) = [IW|l? (8)
Bu nedenle veri setindeki tiim 6rneklerin asagidaki esitligi saglamasi gerekir.
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Amag ||W|| yi minimize ederek hiper diizlemin 6rnekleri en iyi sekilde ayirmasini
saglamaktir. Bu optimizasyon islemi Lagrange Optimizasyon algoritmasi kullanilarak
yapilir.

Adim4.  Onceki adimlarda hesaplanan degerler asagidaki esitlikte yerlerine konularak ayiric1 hiper
diizlemin denklemi elde edilir.

gw) = wTx + w, (10)

Adim 5.  Biitiin noktalarin koordinatlar1 Esitlik 10’a verilerek ¢(X) degerleri hesaplamr ve
siiflandirma Esitlik 11°deki gibi yapilir.

gx;)>=1,y; =1 (class,)
gx;) <=-1,y; = =1 (class,) (12)

Dogrusal olmayan DVM yo6nteminde, ¢ekirdek fonksiyonlar: (sigmoid, RBF, polinomsal) kullanilarak
dogrusal olmayan veri setleri bagaril1 bir sekilde ayrilarak siniflandirilmaktadir. Calismamizda dogrusal
olmayan DVM i¢in polinomsal ¢ekirdek fonksiyonu kullanilmigtir. Polinomsal ¢ekirdek fonksiyonu
Esitlik 12°deki gibi ayarlanir ve fonksiyon igerisinde kullanilan parametrelerden a alfa egimini, ¢ sabit
terimi, d polinom derecesini temsil etmektedir. Bu parametreler deneysel ¢alismalar sonucu elde
edilmektedir [19].

g(x,y) = (ax" + c)%,a >0 (12)

E. k EN YAKIN KOMSULUK (kNN)

kNN, egiticili ve 6rnek tabanli bir siniflandirma algoritmasidir. KNN siniflandirma algoritmasi veri
madenciligi, biyoenformatik, tip, saldir1 tespit ve Oriintii tanima sistemleri gibi bircok alanda
kullanilmaktadir. Bu algoritmada siniflandirma, belirlenecek k degerine gore hangi komsusu daha yakin
ise veriler o sinifa ait olacak sekilde yapilmaktadir [20]. Uzaklik mesafelerinin hesaplanabilmesi igin
Euclidean, Manhattan, Minkowski ve Chebyschev uzaklik Ol¢iitleri kullanilmaktadir. Calismada
Euclidean uzaklik parametresi kullanilmis ve K degerini 5 alarak smiflandirma islemi
gercgeklestirilmistir.

l1l. BULGULAR VE TARTISMA

Calismada kullanilan mikrodizi veri kiimesine dogrudan ve boyut azaltma yontemleri (TBA ve PSO) ile
DVM ve kNN siniflayicilart uygulanarak gergeklestirilen deneysel c¢alismalar Tablo 1,2 ve 3’te
gosterilmektedir.
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Tablo 1. kNN ve DVM Suniflandirma Basarist

kNN DVM
Duy. Ozg. Dog. Duy. Ozg. Dog.
78.6 81.2 80.4 89.4 90.9 90.2

Tablo 2. TBA-DVM ve TBA-kNN Siuniflandirma Basarist

Varyans Oram (%) IENN DV M
Duy. Ozg. Dog. Duy. Ozg. Dog.
75 778 792 784 825 842 831
80 739 751 745 804 826 817
85 748 762 755 804 826 817
90 886 898 89.2 938 952 944
95 894 909 902 879 896 887

Tablo 3. PSO-DVM ve PSO-kNN Swuuflandirma Basarisi

Parcacik Sayisi lENN DV M

Duy. Ozg. Dog. Duy. Ozg. Dog.
10 67.8 69.3 68.6 12.7 74.1 73.2
20 57.9 59.5 58.8 69.2 71.2 70.4
30 77.6 79.2 78.4 86.4 87.9 87.3
40 82.5 83.9 83.3 76.9 78.6 775
50 72.2 74.2 735 95.1 96.4 95.8
60 71.8 73.1 72.5 80.8 82.4 81.7
70 76.7 78.2 77.5 89.5 91.2 90.1
80 79.5 80.9 80.4 86.7 88.1 87.3
90 77.6 79.2 78.4 87.2 89.2 88.7
100 77.6 79.2 78.4 87.2 89.2 88.7

Tablo 1’de boyut azaltma iglemi yapmadan DVM ve kNN siniflayicist uygulanarak sirayla %90.2 ve
%80.4’lik basart orani elde edildigi gozlemlenmistir. Tablo 2’de goriildigi gibi % 90 varyans
kullanilan TBA boyut azaltma yontemi ve DVM siniflayicisi uygulanarak % 94.4 dogru siniflandirma
orant yakalanmigtir. Tablo 3’te ise 50 parcacik segilerek PSO ile boyut azaltma yéntemi ve DVM
smiflayicisi uygulanarak dogru siniflandirma oram % 95.77’¢ ¢ikarilmustir. Gergeklestirilen deneysel
caligmalarda, DVM’de polinomsal ¢ekirdek fonksiyonu kullanilmigtir. Bu fonksiyonda kullanilan a
degeri 0.5, ¢ degeri 1, d ise 2 olarak deneysel ¢alismalar sonucunda belirlenmistir. PSO’da maksimum
iterasyon 50 olarak alinmistir. KNN siniflayicisinda ise k=5 ve Euclidean uzaklik dl¢iiti kullanilmistir.
Deneysel ¢alismalar sonucunda boyut azaltma islemi gerceklestirerek prostat kanseri mikrodizi veri
kiimesi lizerinde DVM’nin kNN’ye gore daha basarili oldugu gozlemlenmistir.
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V. SoNnucC

Mikrodizi veri kiimelerinin analizi kanser hastaliklariyla iligkili genlerin tanimlanmasinda 6nemli bir
rol oynamaktadir. Bu nedenle mikrodizi verileri gibi biiylik 6l¢ekli verilerin analizi i¢in boyut azaltma
teknikleri ve yiiksek performansli siniflandirma yontemleri kullanilmaktadir. Bu ¢alismada da mikrodizi
veri kiimesi lizerinde prostat kanserini siniflandirmak i¢cin TBA ve PSO boyut azaltma ydntemlerinin
yaninda DVM ve kNN smiflayicilart kullanilmistir. Yapilan siniflandirma islemi sonucunda prostat
kanseri mikrodizi verisi iizerinde DVM’nin, kKNN’e gbre daha iyi bir simiflandirma performansi
gosterdigi goriilmiistiir. Sonu¢ olarak mikrodizi veri kiimelerine boyut azaltma ve siniflandirma
algoritmalar1 uygulanirken kullanilan parametrelerin se¢imleri ile znitelik sayisinin belirlenmesi dogru
siiflandirma oraninda énemli bir etkendir. Dogru parametrelerin se¢ilmesi durumunda biyoinformatik
alaninda klinik ¢aligmalara da yol gdsterecektir.
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