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0z
“Deepfake”, eldeki verilerden derin ogrenme teknigi kullanilarak, gercek
olmamasina ragmen gercege ¢ok yakin goriintii, video ve ses bicimindeki iceriklerin
tiretilmesi faaliyeti ve bu faaliyet sonucu iiretilen iceriklerin genel adidi. Bu
calismada, Tiirkceye heniiz ¢evrilmemis bir terim olan “deepfake” kavrami ele
alimmig, bu sahteciliklerin Tiirk ceza hukuku bakimindan ortaya c¢ikarabilecegi
sorumluluk halleri incelenmistir. Ayrica “deepfake ’in tehlikelerine karsi miicadelede

diger iilkelerde bu konuda yapilmasi planlanan yasal diizenlemeler ve iilkemizdeki
mevcut durum ile tilkemiz bakimindan yapilmasi gerekenler degerlendirilmistir.

Anahtar Kelimeler: yapay zekd, derin ogrenme, derin sahtecilik, kigisel veri,
biiyiik veri.

AN EVALUATION OF DEEPFAKE IN THE CONTEXT OF CRIMINAL LAW
AND DE LEGE FERENDA SUGGESTIONS

ABSTRACT

“Deepfake’ is the activity of producing contents in forms of images, videos and
sounds that are very realistic, although not real, using the deep learning technique,
and the general name of the contents produced as a result of this activity. In this study,
the concept of “deepfake”, a term that has not yet been translated into Turkish, is
discussed, and the liability situations that these forgeries may cause in the context
of Turkish criminal law are examined. In addition, in the fight against the dangers of
“deepfake”, the legal regulations planned to be made in other countries, the current
situation in our country and what needs to be done in terms of our country were
evaluated.
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GIRIS

Teknolojideki gelismeler, salt teknolojiyi degil, ayn1 zamanda hukuku
da ilgilendiren yonleriyle yeni kavramlar ve teknikleri ortaya ¢ikarmaktadir.
Bu gelismelerden biri de yapay zeka teknolojilerinden biri olan “deepfaketir.
Yapay zekanin getirilerinin yaninda, haklarin ihlali baglaminda olumsuzluklari
da bulunabilmektedir. Nitekim yapay zeka, kullanim amacina gore bilimsel

ve sanatsal ¢alismalar yapilmasinda arac¢ oldugu kadar su¢ iglenmesinde de
kullanilabilmektedir'.

Diinya, son dort yilda, “deepfake” kavramiyla tanismis bulunmaktadir.
Yapay zeka i¢inde degerlendirilen derin 6grenme metoduyla tiretilen sahte
icerikler; goriintii ve ses manipiilasyonu olarak karsimiza ¢ikan deepfake’e
viicut vermektedir. Keza bu soz konusu sahte igerikler c¢esitli suclarin
islenmesinde bir ara¢ olarak kullanilabilmektedir.

Glinlimiizde {icretsiz programlarla bile herkes tarafindan kolayca
deepfake iceriklerin iiretilebildigi’ g6z oniine alindiginda bu igeriklerin yol
acabilecegi tehlikelerin artacagini soyleyebiliriz. Bu tehlikelerin 6nemine
binaen, deepfake kavraminin ne oldugu, bu igeriklerle islenebilecek suclar
ve deepfake’in tehlikelerine karsi ne sekilde miicadele edilebilecegi hususlari
caligmanin konusunu olusturmaktadir. Bu calismayla, Tiirk hukuk literatiiriinde
deepfake hususunun giindeme getirilmesi amaglanmaktadir.

Belirtmek gerekir ki, “deepfake” tabiri igin ¢alismada Tiirkce bir tabir
kullanilmayacak, anlammi kaybetmemesi acisindan kavram bu haliyle
kullanilacaktir®.

' Alexander P. Sukhodolov/Artur V. Bychkov/Anna M. Bychokova, “Yapay Zeka Teknolo-
jileri Kullamilarak Islenen Suglar Icin Ceza Politikast: Devlet, Sorunlar, Beklentiler” in Jo-
celyne Alayan (Cev.), Yener Unver (Ed.), Karsilastirmali Giincel Ceza Hukuku Serisi 21,
Ceza Hukukunda Robot, Yapay Zeka ve Yeni Teknolojiler, Seckin Yaymcilik, 2021, s. 209;
Eylem Aksoy Retornaz, Bir Siber Taciz Bigimi: Cinsel Igerikli Gériintiileri Rizaya Aykirt
Olarak Ifsa Etme, Yayma, Erisilebilir Kilma veya Uretme Sucu (Revenge Porn ve Deep
Fake), On iki Levha Yayncilik, 2021, 101.

Tobias Lantwin, “Strafrechtliche Bekdmpfung missbrauchlicher Deep Fakes — Geltendes
Recht und moglicher Regelungsbedarf”, 2020, 2, MMR-Zeitschrift fiir IT-Recht und Recht
der Digitalisierung, s. 78; Norbert Lossau, “Deep Fake: Gefahren, Herausforderungen und
Losungswege”, 2020, 382, Analysen und Argumente, Konrad-Adenauer-Stiftung, s. 3.

Baz1 terimlerin Tiirk¢eye ¢evrilmeden kullanilmasi, o terimin kapsaminin daralmamasi ba-
kimindan tercih edilmektedir. Calismamizda bu sebeple yeni bir terim olan “deepfake”e
karsilik olarak bir Tiirk¢e tabir kullanilmayacaktir. Buna karsilik, “deepfake” teriminin
Tiirkgelestirilmesinde “derin ogrenme teknolojisinin kullanimiyla sahte igerik olusturma”,
“derin ogrenme teknolojisinin kullamimuyla olusturulan sahte igerik”, “ileri sahtecilik”, “de-
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I. GENEL OLARAK YAPAY ZEKA, BUYUK VERI, MAKINE
OGRENMESI VE DERIN OGRENME

Calismanin altyapisini yapay zeka teknolojilerinin gelismesiyle ortaya
¢ikan derin 6grenme teknigi olusturmaktadir. Bu sebeple yapay zeka (“artificial
intelligence (A1)”), biyik veri (“big data’), makine 6grenmesi (“machine
learning”) ve derin 6grenme (“deep learning”) kavramlarina kisaca deginmek
calismanin anlasilmasi agisindan 6nem arz etmektedir*.

Insanlar, bazi icatlarinda tabiati taklit etmislerdir. Ornegin goziin
caligma mekanizmasinin anlasilmasiyla, fotograf makinesi icat edilmistir.
Insan beyninin anlamli karar verme mekanizmasinin anlagilmastyla birlikte
de insam taklit eden makineler tasarlanmaya baslanmistir®. Bu noktada,
yapay zeka, makinelerin programlanip insan gibi adeta “suurlu” davranislar
gosterebilmesi olarak tanimlanmaktadir®. Yapay zeka, insan zekasmin
kullanim siirecinin makinelerle taklit edilmesi olarak da ifade edilmektedir’.

Olaylar karsisindaki deneyimler araciligryla insanlar o durum ve benzer
durumlarla ilgili goriis olusturur, belli diisiince kaliplar1 gelistirir. Goriisler,
o olay karsisinda ne sekilde hareket edecegimizi, yani tutumumuzu belirler.

rin taklit”, “derin hile”, “derin sahtecilik” ve “dip diizmece” gibi ifadeler kullanilabilir. Bu
ifadeler arasindan “dip diizmece” ve “derin sahtecilik” ifadelerinin kullanilmasinin, “deep-
fake” teriminin kapsamina yakinlagmasi ve kisa ifadeler olmasi sebebiyle uygun olabilecegi
kanaatindeyiz. Ancak bu terimin Tiirkgelestirilmesinde ideal olanin, terimin bilisim alaninda
bir terim olmasi sebebiyle bilisim alanindaki ve dil alanindaki uzmanlarca Tiirkgelestirilme-
si oldugunu ifade etmeliyiz. Giincel bir ¢eviri faaliyetinde “deepfake” ifadesi, “derin sahte”
olarak ¢evrilmistir. Bkz. Sukhodolov/Bychkov/Bychokova, s. 209. Giincel bir bagka c¢alis-
mada ise, “deepfake” ifadesi olabildigince ¢evrilmeden kullanilsa da ¢alisma baglaminda
yapilan agiklamalar dogrultusunda bazi yerlerde “yiiz degis tokusuna karsilik olarak kul-
lanilmaktadir. Bkz. Aksoy Retornaz, s. 32, 99, 115, 142. “Yiiz degis tokusu” ifadesinin “fa-
ceswap” kavramina karsilik kullanilmasi gerektigini ve faceswap’in deepfake teknolojisiyle
yapilabileceklerden en yaygini olsa da deepfake’in bundan ibaret olmadigini belirtmeliyiz.

Belirtmek gerekir ki, bu kavramlar heniiz Tiirk Dil Kurumu’nun (TDK) sézliiklerinde ken-
dine yer bulamamustir.

5 Anand Deshpande/Manish Kumar, Artificial Intelligence for Big Data, Packt, 2018, s. 8.
Harun Pirim, “Yapay Zeka”, 2006, 1(1), Journal of Yasar University, s. 85.

Sachin Ramar, Artificial Intelligence How It Changes the Future, Kendi Basimi
(Independently Published), 2019, s. 7, <https://www.scribd.com/document/466365329/
Artificial-Intelligence-How-It-Changes-the-Future> Erisim Tarihi 25.10.2019. Yapay zeka
ayrica sozliikte su sekilde tanimlanmaktadir: “1. Bilgisayarlarda akilli davranis simiilasyonu
ile ugrasan bir bilgisayar bilimleri dali. 2. Bir makinenin akill insan davranisim taklit
edebilme yetenegi.” Bkz. <https://www.merriam-webster.com/dictionary/artificial%20
intelligence> Erigim Tarihi 24.10.2019.

Ankara Hac1 Bayram Veli Universitesi Hukuk Fakiiltesi Dergisi C. XXV, Y. 2021, Sa. 4 657



Deepfake’in Ceza Hukuku Bakimindan Degerlendirilmesi ve De Lege ...

Nihayet, hareketlerimiz de ortaya bir sonug ¢ikarir. Buna “sonuclar piramidi
teorisi” (“the results pyramid theory”) denilmektedir®. Yani sonuglar piramidi
teorisine gore, tabanda deneyimler yer almakta, {istiinde deneyimlere dayali
goriisler ve diisiince kaliplari, onun istiinde goriis ve diisiince kaliplarina
dayali hareketler-tutumlar ve en iistte hareketlerin sonuglar1 yer alir. Yapay
zekada bilgisayarin ¢alisma manti§i da bu sekilde gerceklesmektedir.
Veriler deneyimlere, modeller goriislere ve ¢iktilar harekete-sonuglara
denk diismektedir’. Burada a posteriori, ampirik bir bilgiden bahsedildigi
sOylenebilir. Dolayisiyla buradaki bilginin kaynagimi algilar ve deneyim
olusturmaktadir. Deepfake baglamimda 6nemli olanin bu tiir bir bilgi oldugunu
ifade etmeliyiz.

Birdiger kavram olan “biiyiik veri”, sozliikte su sekilde tanimlanmaktadir:
“Geleneksel veritabani yénetimi araglart tarafindan iglenemeyecek kadar
biiyiik ve karmagsik veri birikimi”'°. Biyik veri terimi, eskiye nazaran
ortaya ¢ikan verilerin artmasini ifade etmek igin kullanilmaktadir. Onceden
giinlik 100 GB (“gigabyte”'") elektronik veri ortaya ¢ikarken, 2018 yilinda
saniyede 50.000 GB veri tiretildigi ifade edilmektedir'?. Keza 2018 yilinda
33 ZB (“zettabytes™") olan diinyadaki toplam verinin 2025 yilinda 175 ZB’ta

cikacagi ongorilmektedir'®.

Deshpande/Kumar, s. 9.
Deshpande/Kumar, s. 9.
10" <https://www.merriam-webster.com/dictionary/big%20data> Erigim Tarihi 24.10.2019.

11 gigabyte, 1024 MB’tan (“megabytes™), 1 megabyte, 1024 KB’tan (“kilobytes™), 1 kilobyte,
1024 “bytes”tan olugmaktadir. Byte ise 8 adet “bif’ten miitesekkildir. Bit’ler, bilgisayarin
en kiiciik verisini ifade eder. 1 gigabytes, 1,073,741,824 bytes igerir. Bkz. <https:/www.
merriam-webster.com/dictionary/gigabyte> Erisim Tarihi 24.10.2019; <https://www.
merriam-webster.com/dictionary/megabyte> Erisim Tarihi 24.10.2019; <https://www.
merriam-webster.com/dictionary/kilobyte> Erisim Tarihi 24.10.2019; <https://www.
merriam-webster.com/dictionary/byte> Erisim Tarihi 24.10.2019; <https://www.merriam-
webster.com/dictionary/bit> Erisim Tarihi 24.10.2019.

12 Deshpande/Kumar, s. 14.

131 zettabyte, 1.099.511.627.776 GB’a (yaklasik bir trilyon GB) denk digmektedir. Bkz.
<http://www.kylesconverter.com/data-storage/zettabytes-to-gigabytes>  Erisim  Tarihi
21.02.2021.

4 David Reinsel/John Gantz/John Rydning, The Digitization of the World - From Edge to
Core, IDC White Paper, 2018, s. 3.

Bu devasa degisim giiniimiizde islenmis ve islenmemis verilerin inanilmaz boyutlara
ulastigini gostermektedir. Belirtmek gerekir ki, biiytik sirketler, ¢esitli tirlin ve uygulamalarla
bu verilerin artmasia da sebep olmaktadir. Bir teknoloji sirketinin “aki/li” gdzligiiniin
veri toplamasi bu baglamda 6rnek olarak gosterilmektedir. Bkz. Robert Chesney/Danielle
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Gilinlimiizde ulasilabilir biiylik veriyi analiz edebilmek, veri i¢indeki
kaliplar1 anlamak ve baglamsal detaylara dayanarak sonugta deger yaratan
hizli ¢oziimler sunmak biiyiik verinin en Onemli 6zelligi olarak ifade
edilmektedir'>. Yapay zeka algoritmalar1 vasitalariyla bu verilerin islenerek
bunlardan anlamli sonuglar ¢ikarilmasi, olusan biiyiik verinin kullanilmasiyla
miimkiin hale gelmistir. Eldeki verinin miktar1 az oldugu miiddetce arastirilan
konunun igerigine veya iiretilmek istenen giktilara yonelik saglikli sonuglar
almak da miimkiin olmayacaktir. Dolayisiyla, deepfake medya igerikleri
gercege yakin bicimde iiretilemeyecektir.

Biiyiik veriyi analiz etmek i¢in g¢esitli teknikler uygulanmaktadir.
Bunlardan birisi, “makine ogrenmesi” olarak adlandirilmakta ve yapay zeka
ile 6grenme olarak ifade edilmektedir'. Daha agik ifadeyle makine 6grenmesi,
makinenin bir konuyu kavramadan o6nce o konuyla ilgili ¢cok fazla veri
topladig1 ve bu verilere dayanarak belli bir gorevin nasil gergeklestirilecegini
ogrendigi bir siirectir'’. Yapay zekaya sahip bir makinenin insan gibi hareket
etmesi i¢in makine 6grenmesine sahip olmasi beklenmektedir's.

Keats Citron, “21st Century-Style Truth Decay: Deep Fakes and the Challenge for Privacy,
Free Expression, and National Security”, 2019, 78(4), Maryland Law Review, s. 890, 891.
Boyle bir cihazin fonksiyonunu yerine getirebilmesi igin etraftaki objelerin goriintli ve ses
verilerini elde etmesi gerekmektedir. Bu da internete bagl cihazlar vasitasiyla siirekli olarak
verilerin birikmesi ve iglenmesi anlamina gelmektedir.

Deshpande/Kumar, s. 15.
16 Metin Turan, Bilisim Hukuku, Segkin Yayincilik, 2016, s. 218.

Ramar, s. 10. Makine 6grenmesi, sozliikte su sekilde tanimlanmaktadir: “Bir bilgisayarin,
stirekli olarak mevcut bir istatistiksel modele dahil edilmesiyle (goriintii dosyalarimin
analiz edilmesinde oldugu gibi) kendi performansini iyilestirebildigi siire¢.” Bkz. <https://
www.merriam-webster.com/dictionary/machine%20learning> Erisim Tarihi 24.10.2019.
Makine 6grenmesine Tiirk arastirmacilarin yaptig1 bir ¢alisma 6rnek olarak verilebilir. S6z
konusu caligmada; aragtirmacilar Hiirriyet Gazetesi’nde yirmi yazara ait toplam yirmi bin
kose yazisint makine dgrenmesi teknigiyle programa tanitmis ve program ilgili yazilarin
ortak karakteristik dzelliklerine gore hangi yazinin hangi yazara ait oldugunu tespit ederek
ogrendikten sonra, sisteme bu yazarlardan birinin daha once tanitilmamis yeni bir yazist
eklendiginde bu yazinin kime ait oldugunu yiiksek bir oranla bilebilir hale gelmistir.
Arastirmacilar gelecekte, benzer teknikleri kullanarak cinsiyet ve igerik siniflandirmasi
tizerinde ¢aligmay1 planladiklarini belirtmektedir. Calisma i¢in bkz. Mustafa Sari/A. Murat
Ozbayoglu, “Classification of Turkish Documents Using Paragraph Vector”, 2018, 2018
International Conference on Artificial Intelligence and Data Processing (IDAP), s. 1-5,
<https://ieecexplore.ieee.org/document/8620813> Erisim Tarihi 24.10.2019.

18 Stuart J. Russell/Peter Norvig, Artificial Intelligence A Modern Approach, Third Edition,
Pearson Publishing, 2011, s. 2.
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Buna karsilik, derin 6grenme terimi sozliiklerde kendine yeni yer
bulabilmektedir'®. Bu da terimin makine 6grenmesi teriminden daha yeni
olarak ortaya ciktigina bir kanit niteligindedir. Derin 6grenme, bilgisayarla
gorme ve dogal dil isleme gibi alanlarda daha karmasik sorunlari isleyen
gelismis bir “yapay sinir agi” (“artificial neural nets”) tirli olarak ifade
edilmektedir®. Derin 6grenmedeki yazilim, bir problemin tek yonlii olarak salt
¢Oziimii i¢in programlanmig olmak yerine, karsilikli yonlerde tepki verecek
bigimde Onceki verilere dayanan deneyimlerle egitilmektedir?'. Tanimdan
anlagildig1 iizere derin 6grenme, makine Ogrenmesinin daha karmagik
yapidaki bir gorintiimiidiir. Bu karmasik yapisinin daha zor becerilerin de
tistesinden gelmesini sagladigini ifade edebiliriz. Derin 6grenmede makine,
islem sonucunda yaptigi ¢ikarimin sonucundaki hatalarin farkina varmakta,
geri besleme (“backpropagation”) yaparak daha sonraki hesaplamalarda bu
hatay1 en aza indirmektedir’?. Deepfake igerik tiretiminde ne kadar ¢ok veriye

19 Ornegin Marriam-Webster sozliigiinde bu terim heniiz yer almamaktayken Cambridge
sozlugiinde yer almaktadir. Bkz. <https://dictionary.cambridge.org/dictionary/english/deep-
learning> Erisim Tarihi 14.03.2021.

20 Agnieszka M. Walorska, “Deepfakes & Desinformation”, 2020, Mai, Friedrich-Naumann-
Stiftung fiir die Freiheit, Mai 2020, s. 9. Derin 6grenme terimi yerine yapay sinir aglart
(“artificial neural nets”) ifadesi de tercih edilebilmektedir. Bkz. Eugene Charniak,
Introduction to Deep Learning, The MIT Press, 2018, s. 1; Walorska, s. 10. Deepfake
igeriklerin olusturulmasinda “iiretken catisan (¢ekismeli) aglar” (“generative adversarial
networks-GAN”) teknolojisi kullanilmaktadir. Bkz. Anna Yamaoka-Enkerlin, “Disrupting
Disinformation: Deepfakes and the Law”, 2020, 22(3), New York University Journal of
Legislationand Public Policy, s. 726; Matthew F. Ferraro, Deepfake Legislation: ANationwide
Survey - State and Federal Lawmakers Consider Legislation to Regulate Manipulated Media,
WilmerHale, 2019, s. 3, <https://www.wilmerhale.com/-/media/files/shared content/
editorial/publications/wh_publications/client_alert pdfs/20190925-deepfake-legislation-a-
nationwide-survey.pdf> Erigim Tarihi 18.02.2021; Robert Chesney/Danielle Keats Citron,
“Deep Fakes: A Looming Challenge for Privacy, Democracy, and National Security”, 2019,
107(6), California Law Review, s. 1760; Walorska, s. 9; Thomas C. King/Nikita Aggarwal/
Manarosaria Taddeo/Luciano Floridi, “Yapay Zekd Sucu: Ongoriilebilir Tehditleri ve
(oziim Yollart Uzerine Disiplinler Aras1 Bir Analiz” in Hasan Dursun (Cev.), Yener Unver
(Ed.), Karsilagtirmali Giincel Ceza Hukuku Serisi 21, Ceza Hukukunda Robot, Yapay Zeka
ve Yeni Teknolojiler, Seckin Yaymcilik, 2021, s. 262. “Uretken catisan (¢ekismeli) aglar”
(“generative adversarial networks-GAN’) teknolojisinin ayrintilari i¢in bkz. Cetin Elmas,
Yapay Zeka Uygulamalari, 5. Baski, Segkin Yaymeilik, 2021, s. 215; Vasif Nabiyev, Yapay
Zeka, 6. Baski, Seckin Yaymcilik, 2021, s. 615 vd.

21 <https://www.yourdictionary.com/deep-learning>  Erisim Tarihi 24.10.2019; King/
Aggarwal/Taddeo/Floridi, s. 262.

22 <https://towardsdatascience.com/back-propagation-414ec0043d7> Erigim Tarihi
24.10.2019. Calisma mekanizmasi i¢in bkz. Elmas, s. 216, 216. Bu durum ayrica, “polis”
ve “parada sahtecilik yapan kigi” iizerinden alegori yapilarak anlatilmaktadir. Bu alegoride,
“parada sahtecilik yapan kigi”, iirettigi iiriiniin olabildigince gergekgi goriinmesi i¢in ¢abalar.
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sahip olunursa o kadar gergekgi bir icerik olusturulabilecektir®®. Sonug olarak
da biiylik veri ve derin 6grenmeyle birlikte daha dogru ve kesin sonuglar
almmaktadir. Derin 6grenmedeki islenen bilginin, yukarida ifade edilen
sonuglar piramidi teorisindeki bilgisayar bakimindan “deneyimsel” bilgi
oldugu gortilmektedir.

II. DEEPFAKE TEKNOLOJIiSi VE DEEPFAKE iICERIKLER

Deepfake kavraminin, sozliiklerde kendine yer bulmasi oldukga yenidir®.
Deepfake tabirinin, “deep (learning)” (derin 6grenme) ve “fake (content)”
(sahte i¢erik) kelimelerinin birlestirilmesi suretiyle tiretildigi belirtilmektedir®.
Kisaca, sahte medya igeriklerinin derin 6grenme teknolojisi kullanilarak
tiretilmesi seklinde tanimlanabilir®. Terim hem iiretilen medya igerikleri hem
de bu medya igeriklerinin tiretilmesi islemi igin kullanilmaktadir®’.

“Polis” ise, bir lirliniin sahteligini tespit edebilmek yoniinde kendini gelistiren kisi olarak
yansitilmaktadir. Dolayisiyla “polis” sahteligin tespit edilmesi, “parada sahtecilik yapan
kigi” ise sahteligin tespit edilmemesi bakimindan birbirleriyle rekabet halindedir. Aldaticilik
niteligi en iist derecede bir sahte paranin iretilebilmesi veya aldaticilik niteligi en iist
derecede bir sahte paranin kesin olarak tespit edilebilmesi igin “polis™ ile “parada sahtecilik
yapan kigi”nin rekabet halinde birbirlerinin deneyimlerinden sonug ¢ikarmalari gerekir. Bu
rekabetten 6grenilen deneyimler sonucundaki bilgiyle birlikte sahte iiriin tiretilmesi teknigi
gelisirken sahte iiriinlin tespiti teknigi, sahte tiriinlin tespiti teknigi gelisirken de sahte iiriin
tiretilmesi teknigi gelisecektir. Derin 6grenme-GAN yazilimi, bu alegoriye gore ayni anda
hem “polis” (discriminative model) hem de “parada sahtecilik yapan kisi” (generative
model) gibi davranmaktadir. Bkz. Ian J. Goodfellow/Jean Pouget-Abadie/ Mehdi Mirza/
Bing Xu/David Warde-Farley/Sherjil Ozair/Aaron Courville/Yoshua Bengio, “Generative
Adversarial Nets”, 2014, arXiv:1406.2661v1, s. 1, <https://arxiv.org/pdf/1406.2661.pdf>
Erisim Tarihi 14.03.2021.

# Tobias Lantwin, “Deep Fakes - Diistere Zeiten fiir den Personlichkeitsschutz? Rechtliche
Herausforderungen und Losungsansitze”, 2019, 9, MMR-Zeitschrift fiir [T-Recht und Recht
der Digitalisierung, s. 574. Bu da iiretilen igerigin ger¢ekeiligini iist seviyelere ¢ikarmaktadir.
Bkz. Chesney/Citron, Looming Challenge, s. 1760.

2 Bkz.  <https:/dictionary.cambridge.org/dictionary/english/deepfake>  Erigim  Tarihi
14.03.2021.

» Travis L. Wagner/Ashley Blewer, ““The Word Real Is No Longer Real’: Deepfakes, Gender,
and the Challenges of Al-Altered Video”, 2019, 3(1), Open Information Science, s. 36;
Lossau, s. 2; Walorska, s. 9; Yamaoka-Enkerlin, s. 726.

26 Lantwin, Rechtliche Herausforderungen, s. 574; Aksoy Retornaz, s. 99, 100.

27 Deepfake’in diinya lizerinde ilk olarak ortaya ¢ikisinin, 2017 yilinda “reddit” internet sitesi
kullanicilarindan birinin cinsel nitelikteki sahte goriintiiler olusturmasiyla basladig: ifade
edilmektedir. Bkz. Ronit Chawla, “Deepfakes: How a Pervert Shook the World”, 2019, 4(6),
International Journal of Advance Research and Development, s. 8; Lantwin, Rechtliche
Herausforderungen, s. 575; Walorska, s. 14.
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Deepfake’in ne oldugunun, deepfake igerikleriyle temas kurmaksizin
anlatilmasinda giigliik cekilebilir. Basit¢e ifade etmek gerekirse, temelde,
orijinal bir medya iceriginde (fotograf ve video gibi) yer alan kisilerin
ylizliniin tamamen baska kisinin yiiziiyle degistirilmesi (A kisisinin yiizii
yerine B kisinin yiiziiniin viicuda uyumlu hale getirilmesi)?, orijinal igerikteki
kisinin yliz ifadesinin degistirilmesi (A’nin yiiz ifadesi giilimseme iken, kizgin
yiiz ifadesine ¢evrilmesi) veya gergekte hi¢c var olmayan bir insanin varmig
gibi bastan olusturulmasi (farazi bir C kisisinin olusturulmasi) seklinde®
goriintii iizerinde gergeklestirilen gercekei degisikliklerdir. Belirtmek gerekir
ki, s6z konusu degisiklikler, sadece yiiz ile ilgili olmak zorunda degildir. Bir
kisiyle iliskilendirilebilecek sekilde kisinin tiim viicuduna ve viicudunun
boliimlerine yonelik degisiklikler de sdz konusu olabilir. Ayrica sadece
gorlintii degil, bilhassa videolarda ses degisiklikleri de yapilabilmektedir.
Ornegin, hi¢ sdylenmemis sdzler, o kisi sdyliiyormus gibi gercekei bigimde
degistirilebilmektedir®’.

I1I. DEEPFAKE’IN HUKUKEN ORTAYA CIKARABILECEGI
TEHLIKELER

Deepfake, kullanim amacina gore faydali olabildigi gibi’!, sahte icerigi
sebebiyle hukuki degerleri ihlal de edebilmektedir®?. Deepfake’in ortaya
cikarabilecegi tehlikelerle iligkili baglica hukuki degerlerin; maddi ve manevi
varlig1 koruma ve gelistirme hakki (Anayasa m. 17), 6zel hayata ve aile
hayatina sayg1 gosterilmesini isteme ve 6zel hayatin ve aile hayatinin gizliligi
hakki (Anayasa m. 20/1), kisisel verilerin korunmasini isteme hakki (Anayasa
m. 20/3), diistince ve kanaat hiirriyeti ile diisiince ve kanaatleri agiklama ve
yayma hakki (Anayasa m. 25, 26), bilim ve sanat hiirriyeti (Anayasa m. 27)

2 King/Aggarwal/Taddeo/Floridi, s. 262; Sukhodolov/Bychkov/Bychokova, s. 209; Aksoy
Retornaz, s. 99.

2 Mustafa Evren Berk, “Dijital Cagin Yeni Tehlikesi ‘Deepfake’”, 2020, 16(28), Uluslararasi
Toplum Arastirmalar1 Dergisi, s. 1512, 1513; Walorska, s. 17, 18.

3 Lantwin, Rechtliche Herausforderungen, s. 574; Walorska, s. 17; Sukhodolov/Bychkov/
Bychokova, s. 209.

31 Ornegin sinema sektériinde deepfake kullanim verimli olabilmektedir. S6z gelimi, 1994°te
6len oyuncu Peter Cushing’in 2016 yilinda Rogue One filminde adeta yasiyormus gibi filme
dahil edilmesi ve oyunculuk sergiliyor goziikmesi deepfake sayesinde miimkiin olmustur.
Bkz. <https://www.youtube.com/watch?v=cu77zS1pagk> Erisim Tarihi 10.12.2019;
Chesney/Citron, Looming Challenge, s. 1770; Walorska, s. 7, 22; Yamaoka-Enkerlin, s. 734.

32 Lantwin, Strafrechtliche Bekdmpfung, s. 81; Chesney/Citron, Looming Challenge, s. 1754.
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oldugunu soyleyebiliriz*.

Nitekim bu igeriklerde kisilerin goriintiileri kullanilabilmekte ve kisilerin
goriintiisii gergeginden ayirt edilemeyecek hale getirilebilmektedir. Ornegin,
miistehcen igerikli bir videoda gergekte yer alan kisi yerine, baska bir kisinin
goriintiisii koyularak sahte videolar iiretilebilmektedir*®. Yine 6rnegin, bu
sahte goriintiiler olusturulduktan sonra icerige eklenen kisinin para vermesi
istenebilmekte, yoksa bu igerigin internet sitelerinde yayimlanacagi tehdidinde
bulunulabilmektedir’®. Keza, siyasi kisiliklerin goriintii ve seslerine iliskin
verilerin internet ortaminda kolayca erisilebilir olmasi ve bu verilerin bilyiik
bir yekln teskil etmesiyle bu kisiler bakimindan toplanarak analiz edilen
verilerin “biiyiik veri” baglaminda degerlendirilmesi miimkiindiir. Dolayisiyla,
deepfake igeriklerde bilhassa siyasi kisiliklerin kullanilmasi daha kolay
ve gercekei olmaktadir. Bunun en meshur 6rnegi, Jordan Peele’nin Barack
Obama’nin sesi ve goriintiisiinii manipiile ederek olusturdugu ve deepfake’in
tehlikesine dikkat cektigi videosudur®. Bu tiirden videolarin toplumun
tamamini ve devletler arasi iliskileri etkileyebilecek diizeyde oldugu agiktir’.

Dolayisiyla, Deepfake’in bireysel zararlar1 olabildigi gibi ulusal
giivenligi etkileyici yonleri de bulunmaktadir®®. Amerika Birlesik Devletleri
(ABD) Temsilciler Meclisi Istihbarat Daimi Secim Komitesi (“U. S.

Temel haklar olarak saydigimiz bu degerlerin yaninda, asagida deepfake’in kullanilmasiyla
islenebilecek suglarin korudugu hukuki degerlerin de bu kapsamda oldugunu belirtmeliyiz.

3% Danielle Keats Citron, “Prepared Written Testimony and Statement for The Record”, 2019,
House Permanent Select Committee on Intelligence, s. 4, <https://docs.house.gov/meetings/
1G/1G00/20190613/109620/HHRG-116-1G00-Wstate-CitronD-20190613.pdf> Erisim
Tarihi 26.10.2019.

3 Bu hususta bir 6rnek olay i¢in bkz. <https://www.abc.net.au/news/2019-08-30/deepfake-
revenge-porn-noelle-martin-story-of-image-based-abuse/11437774> Erisim Tarihi
26.10.2019.

3¢ Bkz. <https://www.youtube.com/watch?v=cQ54GDm1eL0> Erigim Tarihi 21.02.2021.

Devletler arasi iliskileri etkileyebilecek deepfake’ler bakimindan kurgusal olarak soyle bir
ornek verilmektedir: “Simdi gerceklesmesi muhtemel bir senaryo yazacagiz. Malum ABD
baskani Trump, Twitter’'dan resmi agiklamalar yapiyor ve Trump’in da hesabindan bir
tweet atilsa; hem de “deepfake” kullanilarak yani yapay zeka marifetiyle sahte bir video
olusturularak... Uzmant olmayanmin sahteligini anlayamadigt o videoda; Trump, Iran’a ve
Cin’e niikleer bomba atacagin biitiin gerekceleriyle Beyaz Saray 'da resmi makami olan oval
ofiste anlatsa ve videonun en sonunda kirmizi bir butona bassa... Su tweetten sonra, diinya
pivasasinda neler olur, hangi iilkelerde kaos bagslar, diinyamin hali ne olur diigiinebiliyor
musunuz?” Bkz. Ahmet Yavuz Usaklioglu, Dijital Hukuk, 2. Baski, Se¢kin Yayincilik, 2021,
s. 151.

3 Chesney/Citron, Looming Challenge, s. 1783, 1784.
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House of Representatives Permanent Select Committee on Intelligence”)
tarafindan 13.06.2019 tarihinde Yapay Zekanin Ulusal Istihbarat Sorunlar,
Manipiile Edilen Medya ve Deepfake’ler (“National Intelligence Challenges
of Artificial Intelligence, Manipulated Media, and Deepfakes”) baglikli
bir oturum gerceklestirilmistir®®. Bu oturuma konuya hakim kisiler ve
cesitli iiniversitelerden akademisyenler katilarak fikirlerini beyan etmis ve
deepfake’in tehlikelerine karst miicadeleye yonelik oneriler sunulmustur. S6z
konusu tespit ve onerilerden bazilart su sekildedir*:

Gelismis yapay zekdya ve biiyiik veriye erisim imkdm olan iilkeler
digerlerine gore biiyiik avantajlara sahiptirler. Bir kez giin yiiziine ¢ikmuis
sahte bir ses, fotograf veya videonun sahteliginin ciiriitiilebilmesi olduk¢a
zordur. Deepfake teknolojisini devletler, kitlelere yonelik ¢arpitilmis icerik
sunmak i¢in kullanabilecektiv. Yapay zekdmin dogru kullamimini ve ses,
video gibi medya iceriklerinin gergekligini dogrulamaya yénelik teknolojiyi
ilerletmek igin politikalar gelistirilmelidir. Deepfake vasitasiyla diizenlenen
iftira kampanyalar: icin acil miidahale plan gelistirvilmelidir. Olusturulacak
genel farkindalik, sahte ses ve video igeriklerinin kétii etkilerine karsi koymada
onem arz etmektedir.

Deepfaketeknolojisiyleolusturulanvideolargelecekte cok¢acesitlenebilir.
Ornegin, toplumda saygin-etkin bir kisi, bir terdr érgiitiiniin gerceklestirdigi
eylemi destekleyen bir agiklama yapryormus gibi gosterilebilir''. Deepfake
videolar ve sesler, secimleri manipiile ederek demokratik siirece zarar
verebilir®. Bu icerikte bir videonun yayilmastyla birlikte geri doniisii olmayan
sonuglar ortaya ¢tkabilecektir.

Deepfake kapsaminda igerik Ttretilmesi ve bunlarin kullanilmasi
onemli hukuki degerlerle iligkili hak ihlallerine sebebiyet vererek toplumda
katlanilamaz bir noktaya gelebilir. Dolayisiyla bu hallerde ceza hukukunun

¥ Bkz.  <https://intelligence.house.gov/calendar/eventsingle.aspx?EventID=653>  Erisim
Tarihi 26.10.2019.

4 Bkz. <https://docs.house.gov/meetings/IG/1G00/20190613/109620/HHRG-116-1G00-
Wstate-WattsC-20190613.pdf>  Erisim  Tarihi  26.10.2019; <https://docs.house.gov/
meetings/IG/IG00/20190613/109620/HHRG-116-1G00-Wstate-WattsC-20190613.pdf>
Erisim Tarihi 26.10.2019.

Bagka ornekler i¢in bkz. Lantwin, Rechtliche Herausforderungen, s. 575.

41

42

Lantwin, Strafrechtliche Bekdmpfung, s. 79; Chesney/Citron, Looming Challenge, s. 1778,
1779; Walorska, s. 7; Christoffer Waldemarsson, Disinformation, Deepfakes & Democracy,
The Alliance of Democracies Foundation, 2020, s. 9, 10.
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miidahalesi giindeme gelebilecektir. ik olarak halihazirdaki mevzuat
baglaminda deepfake’in ortaya ¢ikarabilecegi ceza hukuku sorumlulugunun ele
alinmasi gerekir. Ardindan gelecege yonelik olarak hukuki bir degerlendirme
yapilacaktir.

IV. DEEPFAKE’IN ORTAYA CIKARABILECEGI CEZA
HUKUKU SORUMLULUGU

Gelisen teknoloji ve artan internet imkéanlart bazi suglarin internet
ortaminda bilisim sistemlerinin kullanilmasi suretiyle ve ¢esitli kitle iletisim
araglariyla islenmesini kolaylastirmakta ve yayginlastirmaktadir®®. Deepfake
iceriklerin tiretilmesi i¢in gelistirilen programlarin iiretilmesinden baslayarak
deepfake igeriklerin kullanilmasina kadar ¢esitli asamalarda farkli ceza hukuku
sorumluluklarinin ortaya ¢ikmasi giindeme gelebilir. Bu baglamda, deepfake
igeriklerinin iiretilmesi ve kullanilmasi halinde en ¢ok giindeme gelebilecek
olan halihazirdaki sug tiplerine asagida yer verilecektir.

A. Yasak Cihaz ve Programlar

Bir bilgisayar programinin bilisim suglarinin veya bilisim sistemlerinin
arag olarak kullanilmasi suretiyle islenebilen diger suglarin islenmesi amaciyla
olusturulmasi, imal, ithal, sevk, nakil ve kabul edilmesi veya depolanmasi,
satilmasi, satisa arz edilmesi, satin alinmasi, bagkalarina verilmesi veya
bulundurulmas1 TCK m. 245/A’da yer alan yasak cihaz ve programlar baslikli
suca viicut vermektedir**. Esasen maddede ifade edilen sucglarin islenmesi
acisindan hazirlik hareketi niteliginde olan bu fiiller TCK’da sug¢ olarak
tanimlanmigtir®,

Deepfake igeriklerini iiretmek igin, siradan insanlarin da bu tiirden
icerik olusturabilmeleri amaciyla programlar iiretilebilmektedir. Ornegin,
“DeepNude” adl1 bir program, esasen giyinik olan insanlarin fotograflardaki
gorlintlisiiniin, yapay zeka kullanilarak c¢iplak hale getirilmesi igin

4 Berrin Akbulut, Bilisim Alaninda Suglar, 2. Baski, Se¢kin Yayincilik, 2017, s. 38; Hiiseyin
Akarslan, Bilisim Suclari, 2. Baski, Seckin Yaymecilik, 2015, s. 76; Mesut Orta, Bilisim
Suglari ve Elektronik Delillerin Toplanmast Muhafazas: Degerlendirilmesi Sunulmasi (Adli
Bilisim), Yetkin Yayimevi, 2015, s. 92; Tun¢ Demircan, Bilisim Alaninda Suglar, Istanbul,
Legal Yayinevi, 2016, s. 24.

#4 Mahmut Koca/ilhan Uziilmez, Tirk Ceza Hukuku Ozel Hiikiimler, 7. Baski, Adalet
Yayinevi, 2020, s. 958.

4 Akbulut, Bilisim Alaninda, s. 348; Koca/Uziilmez, Ozel Hiikiimler, s. 959.
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gelistirilmigtir*,

Bununla birlikte yasak cihaz ve programlara iliskin TCK m. 245/A’da yer
alan sugun olusabilmesi i¢in, bilisim su¢larinin veya bilisim sistemlerinin arag
olarak kullanmilmasi suretiyle islenebilen diger su¢larin islenmesi icin imal,
ithal, sevk, nakil ve kabul edilmesi veya depolanmasi, satilmasi, satisa arz
edilmesi, satin alinmasi, bagkalarina verilmesi veya bulundurulmas: gerekir.
Ornegin, dolandiricilik sugunun bilisim sistemlerinin arag olarak kullanilmas1
suretiyle islenmesi nitelikli hali (TCK m. 158/1-f) “bilisim sistemlerinin arag
olarak kullamilmasi suretiyle islenebilen diger suglar’dan biri oldugundan,
dolandiricilik sugunun bilisim sistemlerinin ara¢ olarak kullanilmasi suretiyle
islenmesi i¢in deepfake icerik iireten bir program bulunduruyor olmak, TCK m.
245/A’da yer alan yasak program bulundurma sugunu olusturur. Dolayisiyla,
amag unsuruna yer verilmesi sebebiyle, deepfake igeriginin olusturulmasi i¢in
iiretilmis her programin salt deepfake igerik liretiyor olmasindan bahisle bu
sucun olustugunu sdylemek miimkiin degildir.

B. iftira, Su¢ Uydurma ve Santaj

Bilhassa basin ve yayin yoluyla ve fakat ayni zamanda yetkili makamlara
ihbar veya sikayette bulunmak suretiyle, islemedigini bildigi halde, hakkinda
sorusturma ve kovusturma baglatilmasini ya daidari bir yaptirim uygulanmasini
saglamak icin bir kimseye hukuka aykir bir fiil isnat etmek, iftira sugunu
olusturur (TCK m. 267/1). Deepfake baglaminda iftira sugunun islenmesi,
TCK’nin 267. maddesinin ikinci fikras1 bakimindan s6z konusu olmaktadir.
Yani deepfake igeriklerin iiretilmesi ve kullanilmasiyla, fiilin maddi eser ve
delillerini uydurarak iftirada bulunmak s6z konusu olabilmektedir*’ (TCK m.
267/2).

Dijital nitelikteki deliller bakimindan da deepfake bir sorun teskil
edebilmektedir. Nitekim deepfake teknolojisinin az teknik beceriye sahip
kisilerin bile gozle goriilmeyen sahtecilik yaratmalarina imkan saglamasindan
otiird, dijital delillerin olusturulmasinda da deepfake teknolojisi kullanilabilir
ve boylece sahte deliller olusturulabilir®. Ornegin, kamera kayitlarinda kasten

4 Bkz. <https://www.vice.com/en/article/kzm59x/deepnude-app-creates-fake-nudes-of-any-
woman> Erisim Tarihi 22.02.2021; Aksoy Retornaz, s. 100, dn. 370.

47 Sukhodolov/Bychkov/Bychokova, s. 210.

4 Rebecca J. Hamilton, “New Technologies in International Criminal Investigations”, 2018,

112, Proceedings of the 112th Annual Meeting, International Law in Practice, Cambridge

Univesity Press, s. 131, 132. Deepfake igeriklerinin yargi mercileri 6niine gelmesiyle birlikte,
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6ldiirme sugunu isleyen A’nin yiiziiniin, B ile degistirilerek videonun manipiile
edilebilmesi miimkiindiir.

Keza su¢ uydurma sucu kapsaminda; esasen islenmeyen bir sucun delil
veya emarelerini sorusturma yapilmasinit saglayacak bi¢cimde uydurmak
deepfake ile miimkiindiir (TCK m. 271/1). Ornegin, kamera kaydinda
hekim A’nin bir hastay1 tedavi ederkenki goriintiileri yer almasina karsin,
gerceklestirdigi fiilin kasten oldiirme sugunu olusturacak bicimde videoda
manipiile edilmesi s6z konusu olabilir.

TCK m. 107/2°de yer alan santaj sucunda, kendisine veya bagkasina
yarar saglamak maksadiyla bir kisinin seref veya sayginligina zarar verecek
nitelikteki hususlarin agiklanacagi veya isnat edilecegi tehdidinde bulunulmasi
cezalandirilmaktadir. Calisma konusu bakimindan 6zellik arz eden husus,
sucun kisinin seref veya sayginligina zarar verecek nitelikteki hususlarin isnat
edilmesi suretiyle de islenebilir olmasidir. Dolayisiyla, sugun islenme bi¢imi
olarak gercek hususlarin agiklanacagi tehdidinin yani sira ger¢ek olmayan,
uydurulmus ama gergekligine inanilabilir hususlarin isnat edilecegi tehdidinde
bulunulmasi da bir se¢imlik hareket olarak yer almaktadir*. Bir deepfake
iceriginin gergekliginin inandiriciligt karsisinda, bu igeriklerde kisinin
goriintiilerinin kullanilacagi ve bu suretle kiginin seref veya sayginligina
zarar verecek nitelikteki gergekligine inanilabilir hususlarin isnat edilecegi
tehdidinde bulunulmasi bu suga viicut verecektir®.

C. Kisisel Verilerin Kaydedilmesi ve Bu Verileri Hukuka Aykiri
Verme, Yayma ve Ele Ge¢irme

Deepfake igeriklerin gergege yakin bir bigimde iiretilebilmesi ig¢in
oldukca fazla verinin mevcut bulunmasi gerekir. Dolayisiyla, elde ne kadar
¢ok veri mevcut bulunursa, o kadar gergekgi sonug alnir. Ornegin yiizlerin
degistirildigi bir medya igeriginin iiretilmesi igin kisinin birgok agidan
yliziine dair verinin toplanmis olmasi gerekir. Kisisel veri, kimligi belirli veya

delillerin degerlendirilmesi ve yargilama siirecine etkileri hakkinda agiklamalar i¢in bkz.
Riana Pfefferkorn, “‘Deepfakes’ in the Courtroom”, 2020, 29(2), Boston University Public
Interest Law Journal, s. 245-276; Danielle C. Breen, “Silent No More: How Deepfakes
Will Force Courts to Reconsider Video Admission Standards”, 2021, 21(1), Journal of High
Technology Law, s. 122-164.

% Durmus Tezcan/Mustafa Ruhan Erdem/Murat Onok, Teorik ve Pratik Ceza Ozel Hukuku,
18. Baski, Seckin Yayincilik, 2020, s. 536.

50 Can Yavuz, Cinsel Icerikli Goriintiilerin Riza Dis1 Paylasimi Intikam Pornosu, Ankara,
Seckin Yaymecilik, 2021, s. 128.
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belirlenebilir gercek kisiye iligskin her tiirlii bilgi (6698 sayili Kisisel Verilerin
Korunmasi Kanunu-KVKK m. 3/1-d) olduguna gore, derin 6grenme siirecine
tabi tutulacak olan kisinin yiiziine, onun dig goriiniisiine veya sesine 0zgii
veriler de kisisel veridir.

Bu verinin hukuka aykiri olarak elde edilmesi kisisel verilerin
kaydedilmesi (TCK m. 135) sugunu olusturabilecegi gibi, verilerin islenmesi
ve gortntiilerin sunulmasi da kisisel verileri hukuka aykir1 olarak verme,
yayma veya ele gecirme (TCK m. 136) sucuna viicut verir.

Kisisel verilerin islenmesi, “kisisel verilerin tamamen veya kismen
otomatik olan ya da herhangi bir veri kayit sisteminin par¢ast olmak kayduyla
otomatik olmayan yollarla elde edilmesi, kaydedilmesi, depolanmast,
muhafaza edilmesi, degistirilmesi, yeniden diizenlenmesi, agiklanmast,
aktariumasi, devralinmasi, elde edilebilir hdle getirilmesi, siniflandirilmasi
va da kullanmilmasinin engellenmesi gibi veriler iizerinde gerceklestirilen
her tiirlii iglem” olarak tanimlanmaktadir®'. Dolayisiyla deepfake icerigin
olusturulmasinda kullanilan verilerin islenmesinin kisisel verilerin tamamen
veya kismen otomatik olan ya da herhangi bir veri kayit sisteminin parcasi
olmak kaydiyla otomatik olmayan yollarla gerceklestirilmesi halinde, bu
durum kigisel verilerin islenmesi anlamina gelecek ve hukuka aykir1 olarak
kisisel verilerin kaydedilmesi, verilmesi, yayilmasi ve ele gecirilmesi suglari
olusacaktir™.

C. Miistehcenlik

Deepfake teknolojisiyle, aslinda miistehcen nitelikteki bir medya
iceriginde bulunmayan kisilerden elde edilen fotograf ve videolar
kullanilarak miistehcen medya igeriklerinde bu kisiler yer almiglar gibi
gosterilebilmektedir®. Ornegin, Harry Potter filmlerinde {inlenen oyuncu
Emma Watson’n cinsel nitelikte olmayan goriintiilerinden veriler toplandigi,
halihazirda cinsel nitelikte videolardaki kisilerin kafasi yerine oyuncunun

1 Kisisel Verilerin Korunmasi Kanunu (KVKK), m. 3/1-e.

52 Mehmet Maden, Ceza Hukukunda Kigisel Verilerin Korunmasi, Adalet Yaymevi, 2021,
s. 66: “Kanaatimizce, yukarida belirttigimiz hususlar dikkate alinarak, TCK m. 135 te ve
benzer sekilde m. 136°da, fiilin simirlarimi daha agik bigimde ortaya koyacak sekilde bir
degisiklige gidilebilir. Bu yapilmadigi takdirde dahi, ictihat yoluyla, yukarida belirttigimiz
hususlar dikkate alinarak yapilacak bir yorumla, en azindan KVKK mn yiiriirliige girdigi
tarihten itibaren gergeklestirilen fiiller bakimindan, KVKK m. 3 (1)-e kapsamina girmeyen
fiillerin, TCK m. 135 ve m. 136 kapsaminda da degerlendirilemeyecegi benimsenebilir”

3 Aksoy Retornaz, s. 32, 100, 101.
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kafasi yerlestirilerek sahte igerikli videolar hazirlandigi belirtilmektedir®. Bu
iceriklerin olusturulmasinda kullanilan kisiler ¢ogunlukla kadinlardir®.

Olusturulan cinsel nitelikteki deepfake medyaninigeriginin yayimlanmasi
miistehcenlik (TCK m. 226) sucuna viicut verebilecektir. Deepfake’in en
sik kullanim alanmin cinsel nitelikteki medya igeriklerinin olusturulmasi
oldugu ifade edilmektedir’. Nitekim Deeptrace adindaki bir girisimin,
2019 Temmuz’da yayimladig1 rapora gore, internette 2019 Ocak-Temmuz
doneminde, 14678 adet deepfake igerik bulunmus ve bunlarin %96’sin1 cinsel
nitelikteki (pornografik) medya olusturmustur®’.

Bu baglamda, esasen ticari amagclarla yetigkinlere yonelik olarak
olusturulan bir miistehcen icerikteki kisinin bedeni ile gercekte o fotograf

54 Citron, s. 4; Lossau, s. 3; Carl Ohman, “Introducing the Pervert’s Dilemma: A Contribution to
the Critique of Deepfake Pornography”, 2021, February, Ethics and Information Technology,
s. 2. Ayn1 sekilde oyuncu Gal Gadot i¢in de benzer igerikler hazirlandigi ifade edilmektedir.
Bkz. Wagner/Blewer, s. 37, 38; Douglas Harris, “Deepfake: False Pornography is Here and
the Law Cannot Protect You”, 2019, 17, Duke Law & Technology Review, s. 100, 109. Bu
videolarin hazirlanmasinda gesitli motivasyonlar etkili olabilmektedir. Bunlardan birisi, sirf
bir kisiden intikam almak i¢in olusturulan sahte pornografik igeriklerin iiretilmesi seklindeki
motivasyondur. Bkz. <https://www.abc.net.au/news/2019-08-30/deepfake-revenge-porn-
noelle-martin-story-of-image-based-abuse/11437774> Erisim Tarihi 26.10.2019. Bu
icerikler intikam pornosu (“revenge porn”) olarak da tabir edilmektedir. Bkz. Dean Fido/
Craig Harper/Mia Davis/Dominic Petronzi/Sophie Worrall, “Intrasexual Competition As a
Predictor of Women’s Judgements of Revenge Pornography Offending”, 2019, PsyArXiv
Preprints, s. 3, <https://psyarxiv.com/pwmqu/> Erisim Tarihi 17.02.2021; Walorska, s. 11;
<https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment
data/file/405286/revenge-porn-factsheet.pdf> Erisim Tarihi 26.10.2019: “Intikam pornosu,
izni olmaksizin baskalarinmin utang verici hale sokulmas: veya sikintiya neden olunmast
amaciyla, ozel nitelikte cinsel materyallerin, fotograf veya videolarin paylasilmasidir.
Goriintiilere bazen tam adlari, adresleri ve sosyal medya profillerine baglantilar da dahil
olmak iizere konu hakkinda kisisel bilgiler eslik eder”” Bu hususta ayrintili agiklama, tartigma
ve ornekler icin bkz. Yavuz, s. 11 vd.; Aksoy Retornaz, s. 27 vd.

Aksoy Retornaz, s. 101.
% King/Aggarwal/Taddeo/Floridi, s. 262.

57 Bkz.  <https://deeptracelabs.com/mapping-the-deepfake-landscape/>  Erisim  Tarihi
11.11.2019. Ayni dogrultuda bkz. Matthew F. Ferraro/Louis W. Tompros, “New York’s
Right to Publicity and Deepfakes Law Breaks New Ground”, 2021, 38(4), The Computer
& Internet Lawyer, s. 2; Walorska, s. 7, 20. Eskiden iletisim mektup gibi araglarla
gerceklestirilirken, giiniimiizde elektronik vasitalarin yayginlasmasiyla mahrem verilerin
paylasilmasi en ¢ok bu yolla gergeklestirilmektedir. Bu baglamda, cinsel mahremiyet ve
0zerklik géz Oniine alindiginda, bu hususlarin hukuken 6zel bir taninma ve korunmay1 hak
ettigi ifade edilmektedir. Bkz. Danielle Keats Citron, “Sexual Privacy”, 2019, 128(7), Yale
Law Journal, s. 1960. Nitekim giiniimiizde cinsel igeriklerin korunmasi 6zel bir ihtimam
gerektirmekte ve deepfake bu ihlallerin araci olarak kolay bir yol olusturmaktadir. Bu
konulara iliskin bir ahlakilik tartismast i¢in bkz. Ohman, s. 5-16.
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veya videoda bulunmayan bir kisinin yiiziiniin deepfake teknolojisiyle
birlestirilmesi halinde yine miistehcenlik sugunun olusup olusmayacagi
bir sorun teskil etmektedir. Nitekim fotograf ve videoda A kisisinin yiizii
kullanilmakla birlikte, A’nin yiizli bir miistehcen icerik degildir. Ancak B’nin
miistehcenlik iceren goriintiisliyle birlestirilmesi halinde, icerikteki kisinin A
oldugu gibi bir yaniltma s6z konusudur. Bu drnekte, A veya B eger cocuksa,
TCK m. 226/3 geregi, miistehcen goriintii, yazi veya sozleri igeren {riinlerin
iiretiminde ¢ocuklari, temsili ¢ocuk goriintiilerini veya ¢ocuk gibi goriinen
kisileri®® kullanmak sugu olusur. Ancak A ve B, yetiskin ise, boyle bir iiriiniin
salt tretilmesi miistehcenlik baglaminda suc teskil etmemektedir. Boyle
bir igerigin ¢ocuga verilmesi, gosterilmesi; c¢ocuklarin girebilecegi veya
gorebilecegi yerlerde ya da alenen gosterilmesi; igerigine vakif olunabilecek
sekilde satiga veya kiraya arz edilmesi; bunlarin satigina mahsus aligveris
yerleri diginda, satisa arz edilmesi, satilmasi veya kiraya verilmesi; sair mal
veya hizmet satislart yaninda veya dolayisiyla bedelsiz olarak verilmesi
veya dagitilmasi; reklaminin yapilmasi miistehcenlik sugunu olusturmaya
devam edecektir (TCK m. 226/3). Ancak ifade etti§imiz iizere, her ne kadar
deepfake olarak olusturulmus olsa da mistehcenlik sugu baglaminda medyada
icerigindeki kisilerin yetiskin olmalar1 halinde, salt iiretilmeleri miistehcenlik
sucuna viicut vermeyecektir. Bu hususta ceza hukuku baglaminda yapilmasi
gerekenlere iligkin degerlendirmeye asagida yer verilecektir.

D. Ozel Hayatin Gizliligini Thlal

Kisilerin 6zel hayatinin gizliligini ihlal eden ve kisilerin 06zel
hayatina iligkin goriintii veya sesleri hukuka aykir1 olarak ifsa eden kimse
cezalandirilmaktadir (TCK m. 134/1, 2). Bu fiillerin, deepfake teknolojisiyle
gerceklestirilmesi giindeme gelebilir. Bilhassa, cinsel nitelikteki goriintiilerin
deepfake medya igerigi olarak iiretilmesi ve ifsa edilmesi miimkiindiir.
Normalde miistehcen nitelikte bir medya igeriginde bulunmayan kisilerden
elde edilen fotograf ve videolar kullanilarak miistehcen nitelikteki medya
igeriklerinde bu kisiler yer almiglar gibi gosterilmesi halinde, yiizii yer
almamakla birlikte viicudu yer alan kisiler bakimindan bunlarin ifsa edilmesi
halinde, kisilerin 6zel hayatina iligkin goriintii veya seslerini hukuka aykir

8 Deepfake teknolojisi, bilhassa “deepweb-darknet’te g¢ocuklarin mistehcen igeriklerde
kullanilmast ve bunlarin yayilmast bakimindan da tehlike olusturmaktadir. Bu hususta
bir degerlendirme igin bkz. Sandra Wittmer/Martin Steinebach, “Computergenerierte
Kinderpornografie zu Ermittlungszwecken im Darknet”, 2019, 10, MMR-Zeitschrift fiir [T-
Recht und Recht der Digitalisierung, s. 650-653.
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olarak ifsa etme sugu olusur (TCK m. 134/2). Ancak bu halde, yiiziine yer
verilen kisi bakimindan bu su¢ olusmamaktadir. Nitekim fotograf ve videoda
A kisisinin ylizii kullanilmakla birlikte, A’nin yiizii “ozel hayatina iliskin™ bir
igerik degildir. Ancak B’nin miistehcenlik i¢eren goriintiisiiyle birlestirilmesi
halinde, medya icerigindeki kiginin A oldugu gibi bir yaniltma s6z konusu
olmaktadir. A’'nin maruz kaldigi magduriyete karsilik olarak 6zel hayatin
gizliligini ihlal sugu bir koruma saglamamaktadir®.

E. Hakaret

Bir kimsenin onur, seref ve sayginligini rencide edebilecek nitelikte
somut bir fiil veya olgu isnat etmek veya sdvmek suretiyle bir kimsenin
onur, seref ve sayginligina saldirmak hakaret sugunu olusturmaktadir (TCK
m. 125/1). Bu sugun, magduru muhatap alan sesli, yazili veya goriintiilii bir
iletiyle islenmesi de miimkiindiir (TCK m. 125/2). Deepfake iceriklerinde
aslinda yer almayan kisilere yer verildiginde veya yer aldigi durumdan farkl
bicimde gosterildiginde, sdz konusu sesli ve/veya goriintiilii medya igerigi o
kisilerin onur, seref ve sayginhigim rencide edici nitelikte olabilir. Ornegin,
toplumda saygin bir kisilige sahip olan A bir fotografta resmi kiyafetle yer
almaktayken, genel ahlak ve adaba aykir bir kiyafet giyen B’nin fotografiyla
kendi fotografi manipiile edilerek, sirf A’nin sayginligina saldirmak amaciyla
B’nin kiyafetleri i¢inde ve bulundugu konumda gercekei bicimde gosterilebilir.
Bu halde, deepfake igeriklerinin iiretilmesi ve kullanilmasi hakaret sugunu
olusturur.

% Aksoy Retornaz, manipiile edilen medya igeriginin ticari amagclarla yetiskinlere yonelik
olarak olusturulan bir miistehcen i¢erik olmasi hususuna deginmeksizin buradaki 6rnekle
benzer agiklamalarindan sonra, doktrinde sadece yiizii goriinen kisinin magdur oldugunun
kabul edildigini aktarmakla birlikte, ylizi yer almayan kisinin viicudunun taninabilir
oldugu durumlarda o kisinin de 6zel hayatin gizliliginin ihlal edildiginden bahsetmenin
miimkiin oldugunu belirtmektedir. Bkz. Aksoy Retornaz, s. 101. Manipiile edilen medya
iceriginin ticari amaglarla yetiskinlere yonelik olarak olusturulan bir miistehcen igerik
olmamasi halinde, yiiziine yer verilmeyen kisi icin savunulan goriise katilmaktayiz. Ancak
hem miistehcenlik sucu hem de 6zel hayatin gizliligini ihlal sugu bakimindan yaptigimiz
aciklamalar baglaminda yiizii kullanilan kisinin hangi su¢tan magdur oldugu kismi
belirtilmemektedir. Yazar, bu sekilde olusturulan goriintiilerin, TCK’da “ézel hayata ve
hayatin gizli alamina karsi suglar” arasida ayri bir sug olarak diizenlenmesini onerdigi
“siber alanda cinsel igerikli gériintiileri rizaya aykirt olarak ifsa etme, yayma, erisilebilir
kilma veya iiretme suc¢u’nun (Aksoy Retornaz, s. 85) konusunu olusturdugunu ifade
etmektedir. Bkz. Aksoy Retornaz, s. 102, 115. Bu agiklamalar birlikte degerlendirildiginde,
eger sOz konusu sug ihdas edilirse, yiizli kullanilan kisinin ihdas edilecek sucgta magdur
olacagmi ifade edebiliriz.
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F. Fikir ve Sanat Eserleriyle ilgili Manevi, Mali veya Baglantih
Haklarin Thlali Suretiyle islenen Suclar

Fikir ve sanat eserleriyle ilgili manevi, mali veya baglantili haklarin ihlali
suretiyle islenen suclar, 5846 sayili Fikir ve Sanat Eserleri Kanunu (FSEK) m.
71°de diizenlenmektedir. S6z gelimi, sahibinin hususiyetini tagiyan ve ilim ve
edebiyat, musiki, giizel sanatlar veya sinema eserleri olarak sayilan her nevi
fikir ve sanat mahsullerinden (FSEK m. 1/B-a) bir eseri, icrayi, fonogrami
veya yapimi, hak sahibi kisilerin yazili izni olmaksizin degistirmek bu sugu
olusturmaktadir (FSEK m. 71/1-1). Ornegin, bir sinema filmindeki sahnenin
deepfake teknolojisiyle degistirilmesi miimkiindiir. Bu degisikligin hak sahibi
kisilerin yazili izni olmaksizin yapilmas1 halinde bu su¢ olusacaktir.

G. Dolandiricihk

Deepfake igeriklerin yanilticiligi, kisilerin dolandirilmast amacina
hizmet edebilir®®. Bu baglamda, dolandiricilik sugunun bilisim sistemlerinin
ara¢ olarak kullanilmasi suretiyle islenmesi nitelikli hali (TCK m. 158/1-f)
irdelenmelidir.

“Bilgisayar” tabirinden daha genis bir kapsami ihtiva eden “bilisim
sistemi” tabiri®, TCK m. 243’te diizenlenen “bilisim sistemine girme” sugu
baglaminda s6z konusu maddenin gerekg¢esinde tanimlanmaktadir: “Bilisim
sisteminden maksat, verileri toplayp yerlestirdikten sonra bunlari otomatik
islemlere tabi tutma olanagini veren manyetik sistemlerdir.” Bu dogrultuda,
dolandiricilik  sugunun bilisim sistemlerinin ara¢ olarak kullanilmasi
baglaminda bilisim sisteminin, “bilgileri otomatik olarak isleme tabi tutan
manyetik sistem” olarak ifade edildigi gorilmektedir®?. Buna karsilik, biligim
sistemlerinde manyetik sistemlerin yaninda elektronik ve optik sistemlerin de
kullanilmasindan bahisle gerek¢edeki ifade elestirilmistir®.

Biligsim sistemlerinin arag olarak kullanilmasi suretiyle dolandiricilik
sucunun islenmesi i¢in, bilisim sisteminin, aldaticiligin bir unsuru olmasi ve
aldaticilig1 kuvvetlendirici bir ara¢ olarak kullanilmasi, boylece muhatabin

€ Lantwin, Strafrechtliche Bekdmpfung, s. 79.

' Bu hususta agiklamalar icin bkz. Murat Volkan Diilger, Bilisim Suclar1 ve internet letisim
Hukuku, 8. Baski, Se¢kin Yaymecilik, 2020, s. 66-69.

62 Bkz. Koca/Uziilmez, Ozel Hiikiimler, s. 749.
¢ Bkz. Akbulut, Bilisim Alaninda, s. 110.
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daha kolay aldatilabilmesi gerekir®.

Bu baglamda, deepfake igeriklerin, yani deepfake teknolojisinin
kullanilmasiyla ortaya ¢ikarilan ses, goriintii ve videolarin kendisinin bir
bilisim sistemi olmadigini belirtmeliyiz. Ancak bu igeriklerin {iretilmesi,
sadece bilisim sistemlerinin kullanilmasiyla miimkiindiir. Keza bu igeriklerin
muhataba ulastirilabilmesi  ve aldaticiligindan  faydalanilabilmesi de
cogunlukla bir bilisim sistemi araciligiyla miimkiin olmaktadir. Bu sebeple
dolandiricilik sugunun islenmesinde; (I) bu igeriklerin iiretilmesi amaciyla
kullanilan bilisim sisteminin dolandiricilik sugunda ara¢ olarak kullanilmasi,
(IT) bu igeriklerin iiretilmesi amaciyla kullanilan bilisim sisteminin degil,
fakat bu icerikleri muhataba ulastirmak ve aldaticilig1 artirmak i¢in bir bilisim
sisteminin kullanilmasi ve (I1I) bir bilisim sistemi arac1 kilinmaksizin deepfake
iceriklerinin kullanilmasinin ayr1 ayr1 degerlendirilmesi gerekir:

I. Eger deepfake iceriklerinin iiretilmesi amaciyla kullanilan bilisim
sistemi, dolandiricilik sugunun islenmesinde ara¢ olarak kullaniliyorsa,
bilisim sistemlerinin ara¢ olarak kullanilmasi suretiyle dolandiricilik sugunun
islendigi kabul edilmelidir (TCK m. 158/1-f). Bu hususta bir somut 6rnege
asiga yer verilecektir.

II. Deepfake iceriklerinin muhataba ulastirilmasi ve aldaticilik etkisinin
gosterebilmesi i¢in baska bir bilisim sisteminin kullanildigi durumlarda da
biligim sistemlerinin arag¢ olarak kullanilmasi suretiyle dolandiricilik sugunun
islendigi kabul edilmelidir (TCK m. 158/1-f). Yani deepfake igerikleri bir
bilisim sisteminde iiretilmis ve fakat baska bir bilisim sistemi ara¢ olarak
kullanilarak dolandiricilik sugu islenmis olabilir. Ornegin, A, kendi ev
bilgisayarinda deepfake icerik iiretiyor ve bu igerigi X internet sitesine
ylklemek suretiyle internet sitesini (bu bilisim sistemini) dolandiricilik
sucunun islenmesinde arag olarak kullaniyor olabilir.

III. Bir bilisim sistemi araci kilinmadan deepfake igerikler kullanilarak
mubhatap aldatilmigsa, bilisim sistemlerinin ara¢ olarak kullanilmasi suretiyle
dolandiricilik sugunun islendiginden bahsedilemez. Ornegin, bir fotograf,
bilisim sistemi kullanilarak deepfake teknolojisiyle manipiile edilerek ona
aldaticilik 6zelligi kazandirilmis olabilir. Ancak bu fotograf, fiziki bir kdgida
basilarak muhataba sunulmus ve kisi aldatilmig olabilir. Bu durumda, sirf
s0z konusu fotografin iiretilmesinde biligim sistemlerinin kullanilmis olmasi,

¢ Bkz. Diilger, Bilisim Suglari, s. 521.
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dolandiricilik sugunun biligim sistemlerinin ara¢ olarak kullanilmasi suretiyle
islendigi anlamina gelmemektedir. Bu 6rnekte, somut olayda baska bir nitelikli
hal s6z konusu degilse, dolandiricilik sugunun temel halinden (TCK m. 157/1)
sorumluluk s6z konusudur.

Deepfakeigerik iiretme ve kullanmaylailgili olarak, deepfake igeriklerinin
iretilmesi amaciyla kullanilan bilisim sisteminin dolandiricilik sugunun
islenmesinde ara¢ olarak kullanildigi bir olay Mart 2019’da yasanmigtir®.
Olayda, fail, bir enerji firmasinin ana sirketinin basindaki yoneticiymis gibi
alt sirketin yetkilisiyle telefonla konusur. Fail, goriisme esnasinda sesinin
sirketin bagindaki yOneticiymis gibi ¢ikmasi i¢in yapay zeka teknolojisini
kullanir. Dolayisiyla telefonun karsisindaki kisi, konustugu kisinin kendi
patronu oldugunu diistiniir. Fail, 220.000 Euro’nun belirttigi hesaba acilen
aktarilmasini talep eder. Aldatilan yonetici ise bu talebi yerine getirir. Bu
olayda, yapay zekanin kullanimiyla bir deepfake igerik {iretimi ve igerigin
iiretilmesiyle birlikte o anda kullanim1 s6z konusudur. S6z konusu deepfake
iceriginin gercekeiligiyle birlikte aldaticiligi oldukca artmaktadir. Deepfake
teknolojisinde anlik olarak goriintiilerin manipiile edilebilmesiyle birlikte, bu
olaya benzer bi¢cimde, uzaktan goriintiilii konusma gerceklestirilmesi suretiyle
de dolandiricilik sucunun islenmesi giindeme gelecektir. Bu durumlarda,
bilisim sistemlerinin ara¢ olarak kullanilmasi suretiyle dolandiricilik sugunun
islenmesi s6z konusu olur (TCK m. 158/1-f).

G. Secimlerde Yasak Propaganda

298 sayili Se¢imlerin Temel Hiikiimleri ve Se¢men Kiitiikleri Hakkinda
Kanunm. 151°e gore; oy verme giiniinden 6nceki giintin saat 18.00 inden sonra
ve oy verme giiniinde umumi veya umuma agik yerlerde se¢im propagandasi
icin toplant1 veya propaganda yapmak veya bu maksatla yayinlarda
bulunmak veya ne suretle olursa olsun se¢imin diizenini bozabilecek veya
oy vermenin tam bir serbestlikle yapilmasina tesir edebilecek mahiyette soz,
yvazi veya sair suretlerle propaganda yapmak veya asilsiz sayialar ¢tkarmak
cezalandirilmaktadir.

Hiikiimde yer alan, “oy verme giiniinden énceki giiniin saat 18.00’inden
sonra ve oy verme giiniinde” ifadesinin, sadece “umumi veya umuma agik

6 Soz konusu olay, telefonla Almanya’dan artyormus goriintiisii verilerek Ingiltere’den
aramak suretiyle ve paranin Macaristan’a ve oradan Meksika’ya aktarilmasi seklinde birden
fazla iilkeyi ilgilendiren bigimde yasanmistir. Ayrintilart i¢in bkz. <https:/www.wsj.com/
articles/fraudsters-use-ai-to-mimic-ceos-voice-in-unusual-cybercrime-case-11567157402>
Erigim Tarihi 12.03.2021; Walorska, s. 20.
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yerlerde secim propagandasi igin toplanti veya propaganda yapmak veya
bu maksatla yayinlarda bulunmak” bakimmdan mi1 gegerli oldugu, yoksa
ayni zamanda “ne suretle olursa olsun se¢imin diizenini bozabilecek veya
oy vermenin tam bir serbestlikle yapiimasina tesir edebilecek mahiyette soz,
vazi veya sair suretlerle propaganda yapmak veya asilsiz sayialar ¢ikarmak”
fiillerini de mi kapsadig1 metinden anlasilamamaktadir.

Deepfake igerikleriyle siyasal glivenligin tehlikeye atilmasi ve se¢imlerin
haksiz yonlendirilmeleri s6z konusu olabilir®. Deepfake igerik tiretmek-
kullanmak suretiyle se¢imi etkilemeye caligmak amaciyla gerceklestirilen
davranis, “ne suretle olursa olsun se¢imin diizenini bozabilecek veya oy
vermenin tam bir serbestlikle yapilmasina tesir edebilecek mahiyette soz,
vazi veya sair suretlerle propaganda yapmak veya asilsiz savialar ¢cikarmak”
niteliginde olacagindan, eger davranisin “oy verme giiniinden énceki giiniin
saat 18.00’inden sonra ve oy verme giintinde” gergeklestirilmesi sart1 bu fiil
bakimindan gegerli degilse, bu diizenlemenin deepfake i¢eriklerinin tiretilmesi-
kullanilmasi suretiyle se¢imi manipiile etmek bakimindan genel mahiyette bir
diizenleme oldugu soylenebilir. Aksi halde, deepfake igeriklerinin iiretilmesi-
kullanilmasi suretiyle se¢imi manipiile etmek bakimindan bu hiikiim etkili bir
koruma saglamamaktadir.

H. Diger Suclar

Deepfake teknolojisiyle iiretilen igeriklerin kullanim sekline gore bagka
suclar da glindeme gelebilir. Bilhassa beyanda bulunma suretiyle islenebilen
suclarin giindeme gelecegini belirtmeliyiz. Bunlardan bazilarini; halk arasinda
korku ve panik yaratmak amaciyla tehdit (TCK m. 213), su¢ islemeye tahrik
(TCK m. 214), sugu ve sucluyu 6vme (TCK m. 215), halki kin ve diismanliga
tahrik ve asagilama (TCK m. 216), kanunlara uymamaya tahrik (TCK m.
217), sug islemek amaciyla orgiit kurma (propaganda) (TCK m. 220/8), halki
askerlikten sogutma (TCK m. 318), terdr propagandasi (Terorler Miicadele
Kanunu-TMK m. 7/2) suglar1 seklinde sayabiliriz.

I. Deepfake Iceriklerin Uretilmesi ve Kullanilmasi Suretiyle Islenen
Suclarda Sucun islendigi Yerin Tespiti Sorunu

Ceza kanunlariin yer bakimindan uygulanmasi sugun islendigi yere gore
belirlenmekle birlikte 6zellikle sugun bilisim sistemleri araciligiyla islenmesi

% Kamshad Mohsin, “Yapay Zekéanin Diizenlenmesi ve Yapay Zeka Suglar1” in Jiilide Yasar
(Cev.), Yener Unver (Ed.), Karsilagtirmali Giincel Ceza Hukuku Serisi 21, Ceza Hukukunda
Robot, Yapay Zeka ve Yeni Teknolojiler, Segkin Yaymcilik, 2021, s. 231.
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halinde sucgun islendigi yerin tespitine dair farkli gortisler bulunmaktadir.

Bu hususta bir goriise gore, internet ortaminda yapilan yaym yoluyla
islenen suglarda internet ortamindaki icerige ulasilabilen her yerde sug
islenmektedir®”. Diger goriis, su¢ teskil eden igerigin Tirkiye’de bir yer
saglayiciya veya bilgisayara yiiklenmesi halinde sugun Tiirkiye’de islendigini
belirtmektedir®®. Bir bagka goris ise, icerik saglayicinin bulundugu yer ile
yer saglayicinin yer saglama hizmetini sundugu yerin sugun islendigi yer
oldugunu kabul etmektedir®®. Kanaatimizce internetin hemen her iilkede
ulasilabilir olmasi sebebiyle, internet ortaminda yapilan yayin yoluyla islenen
suclarda internet ortamindaki igerige ulasilabilen her yerde sucun islendigini
kabul etmek biitlin bu iilkelerin ceza kanunlarinin uygulanabilmesi sorununu
doguracaktir. Bu sebeple, bilisim sistemleri araciligtyla islenen suglarda igerik
saglayicinin bulundugu yer ile yer saglayicinin yer saglama hizmetini sundugu
yeri sugun islendigi yer olarak kabul etmek gerekir’.

Deepfake igeriklerinin yogun bilisim sistemi faaliyetini gerektirmesi
sebebiyle, deepfake igerikleriyle islenen suglarda sugun islendigi yer sorunu,
buigeriklerin yayilmasinin “deep web”’" agina dahil yer ve igerik saglayicilarca

7 Kaythan igel, Ceza Hukuku Genel Hiikiimler, Yenilenmis Basi, Beta Yayincilik, 2016, s.
161; Izzet Ozgeng, Tiirk Ceza Hukuku Genel Hiikiimler, 16. Bas1, Segkin Yaymecilik, 2020,
s. 1010, dn. 3; M. Emin Artuk/Ahmet Gékcen/M. Emin Alsahin/Kerim Cakir, Ceza Hukuku
Genel Hiikiimler, 11. Baski, Adalet Yayinevi, 2017, s. 1022; Hasan Sinar, “Internetin Ortaya
Cikardigi Hukuki Sorunlara Bir Ceza Hukuku Yaklasimi”, 2001, 17(1-2), Milletlerarast
Hukuk ve Milletleraras1 Ozel Hukuk Biilteni, s. 370.

% Durmus Tezcan/Mustafa Ruhan Erdem/Murat Onok, Uluslararas1 Ceza Hukuku, 4. Baski,
Seckin Yayincilik, 2017, s. 100; Demirbas, Timur, Ceza Hukuku Genel Hiikiimler, 11. Baski,
Seckin Yaymecilik, 2016, s. 151.

¢ Berrin Akbulut, Ceza Hukuku Genel Hiikiimler, 4. Baski, Adalet Yaymevi, 2017, s. 136; Veli
Ozer Ozbek/ Koray Dogan/Pinar Bacaksiz/ilker Tepe, Tiirk Ceza Hukuku Genel Hiikiimler,
7. Baski, Seckin Yaymcilik, 2016, s. 153; Veli Ozer Ozbek, “internet Kullaniminda Ortaya
Cikabilecek Bazi Ceza Hukuku Sorunlari”, 2002, 4(1), Dokuz Eyliil Universitesi Hukuk
Fakiiltesi Dergisi, s. 127, 128.

0 Besir Babayigit, Kumar Oynanmasi Igin Yer ve imkan Saglama Sugu, Adalet Yaymevi,
2021, s. 229. Kural olarak bu sekilde ifade etmekle birlikte, islenen her su¢ bakimindan
fiilin kismen veya tamamen islendigi yer ile neticenin gergeklestigi yer degerlendirmesinin
yapilmasi gerekir (TCK m. 8/1). Bu suglarda, internet ortaminda gergeklestirilen bir yayinin,
yayinin yapildig: tilke digindaki bir tilkede sonu¢ dogurmus sayilmasi i¢in, yani neticenin
diger lilkede gergeklestiginin kabul edilmesi igin, s6z konusu yayimnin dogrudan o iilkeye
yonelik yapildigini gosteren somut baglanti noktalarmin bulunmasmin gerektigi ifade
edilmektedir. Bkz. izzet Erdem Kiilciir, Ceza Hukukunda Yer Bakimindan Uygulama, On
ki Levha Yaymecilik, 2017, s. 210

" Deep web, giinliik olarak kullanilan ve internete erigimi olan herkesin girebildigi internet
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gerceklestirilmesi s6z konusu oldugunda daha c¢ok giindeme gelecek,
muhakeme siirecinde igerigin nerede bulundugu ve nereden yayildiginin
tespiti de zorlagacaktir’.

V. ULKELERIN DEEPFAKE’IN TEHLIKELERINE KARSI
MUCADELE YONTEMLERI

Deepfake’in tehlikelerine karst miicadele ¢ok yonli bir siireci ifade
etmektedir. Hak ihlalleri sebebiyle hukuki miicadele yontemleri kullanilmak
istenmekle birlikte, deepfake’in esasen teknolojik bir olgu olmasi sebebiyle
yine teknoloji vasitasiyla bir miicadelenin yiiriitiilmesi s6z konusu
olmaktadir. Ceza hukuku yaptirimlarinin son ¢are olma 6zelligi goz oniinde
bulunduruldugunda deepfake’in tehlikelerine karsi teknolojik miicadeleye
oncelikle basvurulmasi gerektigini ifade edebiliriz”. Bu sebeple, ilk olarak
bu hususa kisaca yer vermekte fayda goérmekteyiz. Ardindan deepfake’in
tehlikelerine kars1 hukuki miicadele ele alinacaktir.

agmdan farkli olarak, Invisible Internet Project (I2P) ve The Onion Router (TOR) gibi
protokol ve araglarla erisimin miimkiin oldugu internet agimi ifade etmektedir. TOR
agma baglanmak suretiyle erisilebilir olan “.onion” uzantili bu internet siteleri, klasik
arama motorlarinda indekslenmedigi i¢in buralara ulasmak teknik bilgi gerektirmekte ve
ulasim zorluklar ¢ikarmaktadir. Keza igerik saglayicilar kisisel bilgisayarlarint bu internet
sitelerinin olusturulmasinda yer saglama amaciyla kullanabildiklerinden, bilgisayarlarin
kapali olmasi halinde siteye erisim de s6z konusu olamamaktadir. Ayrica bu agda, gercek
kisiler iizerinden aga baglanma séz konusu oldugundan internete baglanarak bir internet
sitesine erigen kisinin hangi IP adresine sahip oldugunu bilmek neredeyse imkansiz hale
gelmektedir. Bu hususta bir inceleme i¢in bkz. Goktug Sonmez/Emine Celik, “Anonimlik
ile Illegalite Arasinda: Deep Web, Dark Web ve Devlet Dis1 Silahli Aktérlerin Uluslararasi
Siber Faaliyetleri”, 2020, 22(1), Giivenlik Calismalar1 Dergisi, s. 66-88.

Bilisim sistemleriyle islenen suglarin genel mahiyeti olarak bu suglarin sorusturulmast,
failin tespiti ve sucun ispati gibi hususlarin zorluk arz ettigi kabul edilmektedir. Bkz.
Mehmet Bedii Kaya, Teknik ve Hukuki Boyutlariyla Internete Erigimin Engellenmesi, On
iki Levha Yayncilik, 2010, s. 36, 44, 81; Diilger, Bilisim Suglari, s. 103, 646; Emre ikbal
Acikgoz, Bilisim Sistemi Araciligiyla Haksiz Yarar Saglama Sugu, Adalet Yayinevi, 2020,
s. 36. Bu sorun, uluslararasi adli yardimlagsma ve suglularin iadesi prosediirleri ¢ergevesinde
coziime kavusturulmaya calisilacaktir. Ancak deepfake igerikleriyle islenen suglarda bu
sorunun Oziinii teskil eden husus teknik ve teknolojik olup sorunun ¢éziimii uzmanlik
gerektirmekte ve bilirkisi incelemesi 6nem kazanmaktadir. Nitekim s6z konusu igeriklerin
nerede bulundugu ve yayina sunuldugunun tespiti bilisim sistemlerine yonelik incelemelerle
ortaya ¢ikabilir.

72

3 Lantwin, Rechtliche Herausforderungen, s. 577. Keza deepfake’in tehlikelerine karsi

miicadelenin yalnizca ceza hukuku yoluyla yiiriitiilemeyecegi, ceza hukukunun teknik tespit
yontemlerine ve sosyal bilinglenmeye ek olarak basvurulabilecek aracglardan sadece biri
oldugu ifade edilmektedir. Bkz. Lantwin, Strafrechtliche Bekdmpfung, s. 82.
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A. Teknolojik Miicadele

Deepfake’in  tehlikeleriyle miicadelenin  hukuki, egitimsel™® ve

teknolojik” olarak yapilmas:t gerektigi ifade edilmektedir’®. Deepfake
iceriklerle hukuken miicadele edilmesi 6nemli olmakla birlikte”, bunun
tek basina yetersiz olacagi da agiktir’®. Nitekim asagida ele alinacag tizere,
bu konuda hukuki diizenlemeler yapilmaya calisilmaktadir. Diger yandan,
miicadelenin teknolojik agidan da yapilmasi gerekir.

Deepfake teknolojisi gelistik¢e bu teknolojiyle tiretilen icerigin tespitine

yonelik teknoloji de gelismektedir. Bu kapsamda 6rnegin, yiiz ifadeleriyle

74

75

76

77

78

“Egitim” alani, egitimcilerin uzmanlik alan1 olmakla birlikte, genel anlamda egitimsel
miicadeleyi, basta egitim-6gretimin her kademesinde yapay zeka teknolojilerine iliskin
bilgilerin dgrencilere verilmesi ve bunun disinda da diger kamusal ve 6zel egitim alanlarinda
bu hususta toplumun bilinglendirilmesi seklinde ifade edebiliriz. S6z gelimi, yapay zeka ve
deepfake hususunda bilgilendirici kamu spotlar1 olusturulabilir.

Caligmanin kapsamini agmasi sebebiyle teknolojik miicadele yontemlerine ayrintili olarak
yer verilmeyecek olup calismayr tamamlayict mahiyette olmasi amaciyla baslica bazi
teknolojik miicadele yontemlerine yer verilmekle yetinilecektir. Her ne kadar teknolojik
miicadelenin ceza muhakemesini ilgilendiren yonleri bulunuyor olsa da bu hususun baska
bir ¢alismanin konusunu olusturmasi daha isabetli olacaktir. Deepfake igeriklerinin yargi
mercileri Oniine gelmesiyle birlikte, delillerin degerlendirilmesi ve yargilama siirecine
etkileri hakkinda agiklamalar i¢in bkz. Pfefferkorn, Deepfakes in the Courtroom, s. 245-
276; Breen, How Deepfakes Will Force Courts to Reconsider Video Admission Standards,
s. 122-164.

Ayrintilar1 i¢in bkz. Alexa Koenig, “‘Half the Truth is Often a Great Lie’: Deep Fakes,
Open Source Information, and International Criminal Law”, 2019, 113, American Journal
of International Law, s. 253-255. Deepfake’in tehlikelerine karsi miicadelede ayrica su
yontemlerin kullanilmast 6nerilmektedir: medya okuryazarligmin tesvik edilmesi, mesru
gazeteciligin Ooneminin kavranmasi, gergekleri denetleyen kuruluslarin olusturulmasi,
deepfake icerikleri saptamak icin ileri teknoloji kullanilmasi, agik ve seffaf politikalar
olusturan internet sirketlerinin varligi, sahte haberleri 6nlemek i¢in raporlama prosediirleri
ve yanlis bilgi ve dezenformasyonun yayilmasina sebep olan finansal tesvikleri azaltan
algoritmalardan yararlanilmasi. Bkz. Holly Kathleen Hall, “Deepfake Videos: When Seeing
Isn’t Believing”, 2018, 27(1), Catholic University Journal of Law and Technology, s. 75, 76.

Deepfake gibi sahteliklerin Onlenmesi i¢in mevzuatin hizla gelisen teknolojiye gore
giincellenmesi gerektigi ifade edilmektedir. Bkz. Ashu M. G. Solo, “Combating Online
Defamation and Doxing in the United States”, 2019, The 20th International Conference
on Internet Computing and Internet of Things, s. 75, 76, <https://www.researchgate.net/
publication/334604707_Combating Online_Defamation_and Doxing_in_the United
States/link/5d35856ba6fdcc370a5495¢3/download> Erisim Tarihi 24.10.2019; Rebecca A.
Delfino, “Pornographic Deepfakes: The Case for Federal Criminalization of Revenge Porn’s
Next Tragic Act”, 2019, 88(3), Fordham Law Review, s. 903, 904.

Marc Jonathan Blitz, “Lies, Line Drawing, and (Deep) Fake News”, 2018, 71(1), Oklahoma
Law Review, Symposium: Falsehoods, Fake News, and the First Amendment, s. 116;
Lantwin, Rechtliche Herausforderungen, s. 577.
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bas hareketleri arasindaki korelasyonun, bir insan1 diger insanlardan
ayirmada oldugu gibi, ger¢ek videolar1 deepfake videolardan ayirmak
icin kullanilabilecegi ifade edilmekte ve bunun yontemleri agiklanmaya
calisilmaktadir”. Yontemlerden biri de dijital filigran uygulamasidir®.
Herhangi bir cihazda bir fotograf veya video cekildiginde, ne zaman
cekildigini belirten dijital filigranla bu fotograf veya video otomatik olarak
etiketlenebilmektedir. Boylece s6z konusu igerigin deepfake medya icerigi
olup olmadig1 anlasilabilmektedir®'.

Ayrica belirtmek gerekir ki, 6zellikle sahte icerikle iiretilen siyasi
konusmalarin sebebi olarak, statiikonun baskici tutumu ve azinlik konumunda

 Bu ve benzer teknik tespit yontemleri i¢in bkz. Shruti Agarwal/Hany Farid/Yuming Gu/
Mingming He/ Koki Nagano/Hao Li, “Protecting World Leaders Against Deep Fakes”, 2019,
The IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops
2019, s. 38-45, <https://openaccess.thecvf.com/content CVPRW_2019/papers/Media%20
Forensics/Agarwal_Protecting. World Leaders Against Deep Fakes CVPRW_2019
paper.pdf> Erisim Tarihi 24.10.2019. Ayni amagla ortaya koyulan ¢aligsmalar i¢in bkz.
Umut Aybars Ciftci/ Ilke Demir/Lijun Yin, “FakeCatcher: Detection of Synthetic Portrait
Videos using Biological Signals”, 2019, arXiv:1901.02212, s. 1-14, <https://arxiv.org/
pdf/1901.02212v2.pdf> Erisim Tarihi 24.10.2019; Luciano Floridi, “Artificial Intelligence,
Deepfakes and a Future of Ectypes”, 2018, 31(3), Philosophy & Technology, s. 317-
321; David Giiera/ Edward J. Delp, “Deepfake Video Detection Using Recurrent Neural
Networks”, 2018, 5th IEEE International Conference on Advanced Video and Signal Based
Surveillance (AVSS), s. 1-6, <https://ieeexplore.icee.org/document/8639163> Erisim Tarihi
24.10.2019; Haya R. Hasan/Khaled Salah, “Combating Deepfake Videos Using Blockchain
and Smart Contracts”, 2019, 7, IEEE Access, s. 41596-41606, <https://ieeexplore.icee.
org/document/8668407> Erisim Tarihi 24.10.2019; Marissa Koopman/Andrea Macarulla
Rodriguez/Zeno Geradts, “Detection of Deepfake Video Manipulation”, 2018, The
20th Irish Machine Vision and Image Processing Conference, IMVIP 2018, s. 133-136,
<https://www.researchgate.net/publication/329814168 Detection_of Deepfake Video
Manipulation/link/5c1bdf7da6fdccfc705da03e/download> Erisim Tarihi  25.10.2019;
Pavel Korshunov/Sebastien Marcel, “Vulnerability Assessment and Detection of Deepfake
Videos”, 2019, Idiap Publications, The Idiap Research Institute, s. 1-6, <http://publications.
idiap.ch/downloads/papers/2019/Korshunov_ICB_2019.pdf> Erigim Tarihi 24.10.2019;
Yuezun Li/Siwei Lyu, “Exposing DeepFake Videos By Detecting Face Warping Artifacts”,
2019, arXiv:1811.00656v3, s. 46-52, <https://arxiv.org/abs/1811.00656> Erisim Tarihi
24.10.2019; Thanh Thi Nguyen/Cuong M. Nguyen/Dung Tien Nguyen/Duc Thanh
Nguyen/Saeid Nahavandi, “Deep Learning for Deepfakes Creation and Detection”, 2019,
arXiv:1909.11573, s. 1-16, <https://arxiv.org/abs/1909.11573> Erisim Tarihi 24.10.2019;
Ekraam Sabir/Jiaxin Cheng/Ayush Jaiswal/Wael AbdAlmageed/Iacopo Masi/Prem
Natarajan, “Recurrent Convolutional Strategies for Face Manipulation Detection in Videos”,
2019, arXiv:1905.00582v3, s. 80-87, <https://arxiv.org/abs/1905.00582v3> Erisim Tarihi
24.10.2019.

8 Lossau, s. 3.

81 Bkz. <https://jsis.washington.edu/news/deep-fakes-fake-news-and-what-comes-next/>
Erigim Tarihi 12.12.2019; Lossau, s. 3.
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olanlara Ozgilirce konusma ortaminin saglanmamasi gosterilmektedir. Bu
da deepfake igeriklerin ortaya ¢ikmasinda bir etken olarak goriilmekte ve
ifade Ozglirligiiniin siyasi deepfake igeriklerin olusturulmasini azaltacagi
savunulmaktadir®?.

B. Hukuki Miicadele

Deepfake, lilkelerin sug¢ siyaseti baglaminda ele alinmasi1 gereken bir
olgu halini almaya baglamistir. Bu ¢alismada, deepfake’in tehlikelerine karsi
hukuki miicadelede temel olarak ABD’deki hukuki gelismeler ele alinacaktir.
Zira ABD’de bu konuda somut hukuki adimlar atilmis ve atilmaya devam
etmektedir®. Avrupa Birligi (AB) miiktesebati bakimindan ise, Yapay Zeka ve
Robotik Uzerine Kapsamli Bir Avrupa Sanayi Politikas1 Hakkinda 12 Subat
2019 Tarihli Avrupa Parlamentosu Karar1 ile yapay zekaya iliskin 21.04.2021
tarihli regiilasyon teklif belgesine deginilecektir.

1. Amerika Birlesik Devletleri’nde Deepfake’in Tehlikelerine Karsi
Hukuki Miicadele

Diinyada deepfake’in tehlikelerine karsi hukuki miicadelede basi
¢eken tlilke ABD olmustur®. Bu baglamda ilk olarak Virginia’da bazi

82 Bkz. Mary Anne Franks/Ari Ezra Waldman, “Sex, Lies, and Videotape: Deep Fakes and
Free Speech Delusions”, 2019, 78(4), Maryland Law Review, s. 897, 898.

Diger iilkelerde heniiz deepfake Ozelinde hukuki diizenlemelere yer verilmedigi
goriilmektedir. Ornegin Ingiltere, Almanya, Fransa ve Kanada’da deepfake’ten kaynaklanan
hak ihlallerinde hukuki yaptirimlar bakimindan mevcut hiikiimler ¢ercevesinde hareket
edildigi, heniiz deepfake’e yonelik ayri bir diizenleme getirilmedigi belirtilmektedir.
Cin’de, deepfake igeriklerin engellenmesi igin ¢alismalarin yiriitiildiigii ifade edilmektedir.
Bu degerlendirmeler igin bkz. Lantwin, Rechtliche Herausforderungen, s. 576; Lantwin,
Strafrechtliche Bekdmpfung, s. 78-82; Walorska, s. 28; Waldemarsson, s. 15-20; Penelope
Thornton/ Patrick Fromlowitz/Aissatou Sylla/Rachel Fleeson/Margaret K. Pennisi,
“Deepfakes: An EU and U.S. Perspective”, 2020, Spring/Summer, Hogan Lovells-Global
Media Technology and Communications Quarterly (GMCQ), s. 31, 32; Penelope Thornton/
Aissatou Sylla/Patrick Fromlowitz, “The War against Deepfakes”, 2020, Managing
Intellectual Property, 285, s. 29-30; <https://www.reuters.com/article/us-china-technology/
china-seeks-to-root-out-fake-news-and-deepfakes-with-new-online-content-rules-
idUSKBN1Y30VU> Erisim Tarihi 30.11.2019; B. J. Siekierski, Deep Fakes: What Can Be
Done About Synthetic Audio and Video?, Brief Series Publication No. 2019-11-e, Canada,
Library of Parliament, 2019, s. 2, 3; <https://www.berliner-zeitung.de/zukunft-technologie/
deepfake-technologien-china-verbietet-mit-kuenstlicher-intelligenz-kreierte-fake-news-
1i.2380> Erisim Tarihi 12.03.2021.

Burada deepfake icin 6zel olarak getirilen veya getirilecek olan diizenlemelere yer
verilecek olup bu hiikiimler digindaki mevcut hiikiimler ¢cercevesinde ABD mevzuatina gore
deepfake’in degerlendirmesi i¢in bkz. Delfino, s. 904 vd.

83
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deepfake igeriklerin hukuka aykiri olarak satilmasi ve yayilmasi sug haline®
getirilmistir. Bu sug; “Code of Virginia”da suglarin diizenlendigi boliimde
ahlaka iligkin suglar arasinda yer alan miistehcenlik suglarindan biri olarak
diizenlenen “hukuka aykiri olarak baskasvmun goriintiisiinii satmak veya
yaymak™® sucudur. “Hukuka aykiri olarak baskasinin gortintiisiinii satmak
veya yaymak” sugunda, kisilerin sahte olmayan miistehcen goriintiilerinin
tehdit veya taciz etmek icin satilmasi veya yayilmasi cezalandirilmaktaydi.
18 Mart 2019 tarihli degisiklikle su¢ tanimina bir ciimle ve fikra eklenmistir®’.
S6z konusu ekleme ile birlikte, kisilerin miistehcen nitelikteki sahte olarak
olusturulan goriintiileri de sugun konusunu olusturmaktadir.

Deepfake’in se¢imleri etkileme tehlikesine karsi miicadelede ilk hukuki
diizenleme®® ise Teksas’ta 1 Eylil 2019°da yiirtirliige girmistir. Teksas 751
sayili kanun tasarisinin kabuliiyle birlikte, Teksas Se¢im Kanunu’nun®
255.004 numarali maddesi degistirilmistir®. S6z konusu degisiklikle birlikte,
secime katilan adaylara zarar vermek veya secimin sonucunu etkilemek
amaciyla; deepfake video olusturmak veya secimi takip eden 30 giin iginde
bu nitelikteki deepfake videonun yaymlanmasi ya da dagitilmasia sebep
olmak su¢ haline getirilmistir®. Madde baglaminda “deep fake video” tabiri,

8 Hafif ve agir su¢ (misdemeanor-felony) ayrimia girilmeksizin s6z konusu davraniglarin

ceza hukuku yaptirrmma tabi tutulmalart ve karsiliginda hapis cezasi 6ngoriilmeleri
sebebiyle calismada bunlar “su¢” olarak ifade edilecektir.

8 Code of Virginia, § 18.2-386.2. Bkz. <https://law.lis.virginia.gov/vacode/title18.2/chapter8/
section18.2-386.2/> Erisim Tarihi 12.03.2021. Bu sug, “Class I misdemeanor” olarak
siniflandirilmaktadir. Code of Virginia’ya gore “Class I misdemeanor” olarak siniflandirilan
haksizliklarin yaptirimi, “on iki aydan fazla olmayan hapis cezast ve 2,500 dolardan fazla
olmayan para cezasi, bunlardan biri veya her ikisi”dir. Bkz. <https://law.lis.virginia.gov/
vacode/title18.2/chapterl/section18.2-11/> Erisim Tarihi 12.03.2021.

8 Degigiklik  tasarist  metni  igin  bkz.  <https://lis.virginia.gov/cgi-bin/legp604.
exe?191+ful+CHAP0490> Erigim Tarihi 13.03.2021. Hiikiim, 1 Temmuz 2019°da yiiriirlige
girmistir. Bkz. Ferraro, s. 15. S6z konusu diizenlemeyi yapmaya iten olaya, yukarida
bahsettigimiz “DeepNude” adli programin sebep oldugu belirtilmektedir. Virginia’da
oncelikle bu program yasaklanmis ve ardindan deepfake’in tehlikelerine karst miicadele
etmek amactyla diizenleme yapmak yoluna gidilmistir. Bkz. Ferraro, s. 15.

8 Ferraro, s. 14.

8 “FElection Code”, bkz. <https://statutes.capitol.texas.gov/?link=EL> Erisim Tarihi
13.03.2021.

% Bkz. <https://capitol.texas.gov/tlodocs/86R/billtext/html/SB00751F.htm> Erisim Tarihi
13.03.2021;  <https://statutes.capitol.texas.gov/Docs/EL/htm/EL.2.htm#2.055>  Erigim
Tarihi 13.03.2021.

o1 Teksas Se¢im Kanunu, 255.004.d; Sukhodolov/Bychkov/Bychokova, s. 210. Bu sug,
“Class A misdemeanor” olarak smiflandirilmaktadir. Teksas Ceza Kanunu’na gore “Class
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bir kisginin aslinda gerceklestirmedigi bir davranist gerceklestiriyormus gibi
gosteren ve aldatma amaciyla olusturulan videolar: ifade etmektedir®.

Deepfake igeriklerin olusturulmasina yonelik su¢ ihdasina iligkin
olarak Massachusetts’te 22.01.2019 tarihinde H.3366 sayili kanun
tasarist sunulmustur®®. S6z konusu sug¢ tanimina gore; dagitmak amaciyla
deepfake igerikleri olusturmak veya gorsel-isitsel bir kaydin deepfake
icerik oldugu bilinmesine ragmen bir sugun islenmesini ya da haksiz bir
davranigin gergeklestirilmesini kolaylastirmak amaciyla bunlar1 dagitmak
cezalandirilacaktir®™. Madde baglaminda “gérsel-isitsel kayit”  tabiri,
elektronik formattaki her tiirlii isitsel veya gorsel medya igerigi ve her tiirlii
fotografi, sinema filmini, video kaydini, elektronik goriintiiyli veya ses
kaydmi ifade etmektedir. Madde baglaminda “deep fake” tabiri ise; makul bir
gbzlemciye gore igeriginin bir kisinin gergek konusmasi veya davranisiymis
gibi algilanacak sekilde sahte olarak olusturulmus veya degistirilmis gorsel-
isitsel kayitlari ifade etmektedir®.

Kaliforniya’da da deepfake’in tehlikelerine kargi hukuki diizenleme
yapilmast hususunda adimlar atilmaktadir. 29.02.2019 yayin tarihli ve 1280
sayili, 10.04.2019 yayin tarihli ve 730 sayili kanun tasarilartyla® birlikte,
deepfake icerikleri bagkalarina dagitmak, sergilemek veya baskalariyla degis
tokus yapmak veya deepfake igerikleri bagkalarina dagitmayi, sergilemeyi
veya bagkalariyla degis tokus etmeyi teklif etmek sug olarak tanimlanacaktir®’.
Ayrica, secime katilan adaylarn itibarim1 zedelemek veya bir se¢meni

A misdemeanor” olarak simiflandirilan haksizliklarin yaptirimi, “4,000 dolart asmayan bir
para cezast veya bir yili gecmemek iizere hapis cezast ya da hem para cezasi hem de hapis
cezasr’dir. Bkz. < https://statutes.capitol.texas.gov/Docs/PE/htm/PE.12.htm#12.02> Erigim
Tarihi 13.03.2021.

2 Teksas Se¢im Kanunu, 255.004.¢.

% So6z konusu tasart heniiz kanunlagsmamistir. Bkz. <https://malegislature.gov/Bills/191/

H3366> Erisim Tarihi 31.05.2021.

% H.3366 sayili tasar1 vasitasiyla ihdas edilecek General Laws, 266, 37E 1/2. (b) numaral
maddesi. Sugun yaptirimi, “5.000 dolardan fazla olmayan para cezasi veya iki buguk yildan
fazla olmayan hapis veya bu tiir para cezasi ve hapis cezasi”dur.

95

H.3366 sayil1 tasar1 vasitastyla ihdas edilecek General Laws, 266, 37E 1/2. (a) numarali
maddesi.

% Bkz.<https://leginfo.legislature.ca.gov/faces/billTextClient.xhtm1?bill
1d=201920200AB1280> Erisim Tarihi 31.05.2021; <https://leginfo.legislature.ca.gov/faces/
billTextClient.xhtml?bill id=201920200AB730> Erisim Tarihi 31.05.2021.

7 1280 say1li kanun tasariyla Kaliforniya “Penal Code”a eklenmesi teklif edilen 644. madde.
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aday lehine veya aleyhine oy vermesi i¢in kandirmak amaciyla deepfake
iceriklerinin kullanilmasi yasaklanacaktir®.

Deepfake hususunda genis kapsamli®® kanun tasarisi ise, “United States
Code”a yénelik olarak “Insanlarin Sémiirii Oznesi Yapilmasindan Kisilerin
Sorumlu Tutulmasit Baglaminda Sahte Gériiniimlerden Korunmasi Kanunu™'®
adiyla 12.06.2019 tarihinde sunulan kanun tasarisidir'"'.

Kanunun kisa ad1 “DEEP FAKES Accountability Act” (DAA) seklindedir
(DAA m. 1). Kanunun amac1, deepfake teknolojisi kullanilarak ortaya ¢ikan
dezenformasyonun yayilmasiyla miicadele etmektir.

Tasarida yer alan tanima'® gore deepfake; esasen goriintii veya sesteki

bir konusma ya da davranisi gergeklestirmeyen bir kisinin, o konusmayi
yvapryor ya da davranisi gergeklestiriyormus gibi gosterilen veya bir kisinin
baskasinmin fiziksel ya da sozlii olarak kimligine biiriinme kabiliyetinden ziyade
teknik araglarin kullanilmast suretiyle o kisinin fiziksel ya da sozlii olarak
kimligine biiriinerek iiretilen; her tiirlii video kaydi, sinema filmi, ses kaydi, bir
konugmanin teknolojik temsili, elektronik gériintii, fotograf ve benzerleridir.

Tasar ile “ileri teknolojiyle olusturulan sahte kisilik kaydi” sugu ihdas
edilmek istenmektedir'®. Bu sugla birlikte; kisiyi kiigiik diisirmek veya

%730 sayili kanun tasariyla degistirilecek Kaliforniya “Elections Code”un 20010. maddesi.

% Kanun tasarisinin, deepfake hususunda en genis kapsamli kanun tasarisi oldugu

belirtilmektedir. Bu tasariyla, kisinin rizasina aykiri olarak miistehcen igerik olugturmaktan
secimler ile kamu politikasi tartigmalarina miidahale etmeye, siddeti tegvik etmekten mali
dolandiricilik ve kimlik hirsizligina kadar deepfake iceriklerin ortaya cikarabilecegi her
tiirlii zararlara kars1 koruma saglamanin amacglandigi ifade edilmektedir. Bkz. Ferraro, s. 7,
8.

“Defending Each and Every Person from False Appearances by Keeping Exploitation
Subject to Accountability Act of 2019”.

10

S

10

Kanun tasarisinin metni i¢in bkz. <https://www.congress.gov/bill/116th-congress/house-
bill/3230/text> Erisim Tarihi 07.12.2019. S6z konusu kanun tasarisi, 28.06.2019 tarihinde
Sug, Terdrizm ve I¢ Giivenlik Alt Komitesi’ne sevk edilmis ve heniiz kanunlasmamustir.
Kanunlasma siireci, tasarmin “Introduced, Passed House, Passed Senate, To President,
Became Law” agamalarindan gegmesiyle son bulmaktadir. Tasar1 su anda “Introduced”
asamasindadir. Bkz. <https://www.congress.gov/bill/116th-congress/house-bill/3230/all-
actions?overview=closed#tabs> Erisim Tarihi 31.05.2021; <https://www.congress.gov/
bill/116th-congress/house-bill/3230> Erisim Tarihi 31.05.2021.

12 DAA, 5. Bolim’de yer verilen ve United States Code’da 1041/n-3 maddesi olarak
diizenlenecek hitkiimde yer almaktadir.

103 Kanun tasarisimin 2. maddesi vasitasiyla United States Code, Bolim 18, Ceza ve Ceza
Muhakemesi, Suclar, Sahtecilik ve Yanlis Bildirimler boliimiine 1041. madde olarak
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baska sekilde taciz etmek amaciyla olusturulan gorsel nitelikteki sahte kisilik
kayitlarinda kisiyi cinsel eylemlere ya da ¢iplaklik hallerine karigsmis gibi
gostermek; siddete veya fiziksel zarara neden olmak, silahli veya diplomatik
catigsmay1 kiskirtmak veya resmi bir yargilamaya miidahale etmek; bir ulusal
kamu politikasinin tartisilmasini etkilemek ve bir se¢cime miidahale etmek;
dolandiricilik suglarinin islenmesinde sahte kisilik kaydi kullanmak hallerinde
bes yila kadar hapis cezas1 ongoriilmektedir.

Tasarida, bu sugun kapsaminin disinda olarak; bu tiir bir kaydn
tiretilmesi siirecinde deepfake teknolojisinin kullanilmasi halinde nihai olarak
dagitilan kaydin mesru olmasi; sanatg¢ilar gibi kisilerin goriintiilerini veya ses
kayitlarini igeren ve biiyiik 6l¢tide dijital olarak degistirilmemis kayitlarin s6z
konusu olmast; sinema filmi, televizyon, miizik veya benzeri prodiiksiyonlarin
diizenlenmesiyle baglantili olarak olusturulan veya orijinal igerigi bu Kanun’un
yiirlirliige girmesinden 6nce olusturulmus olmakla birlikte i¢inde goriinen
kisinin riza gosterdigi sekilde tiretilmis goriintiilerin olmast; bir kisinin makul
diizeyde olusturulan parodi sovlar1 veya yaymlari, tarihi canlandirmalar
veya kurgusal radyo, televizyon veya sinema filmi gibi igeriklerde bu kiginin
gercekligini sahte materyallerle haksizlastirmayacak sekilde olusturulmast;
bir kamu gorevlisi tarafindan veya onun yetkisi altindaki kisi tarafindan, kamu
giivenligi veya ulusal giivenlik onlemleri kapsaminda yapilan iiretimlerden
olmasi hallerinde deepfake igeriklerin iiretilmesi ve kullanilmasina imkan
taninmak istenmektedir.

Deepfake’in tehlikelerine karst miicadele igin birimlerin olusturulmasi
da kanun tasaristyla sunulmaktadir. Kanun tasarisinin 7. maddesinde;
deepfake’in tespiti i¢in Bilim ve Teknoloji Direktorliigii biinyesinde “Deepfake
Gérev Giicii”'™ adinda bir gorev giiciiniin kurulmasi dngdriilmektedir. Keza,

eklenmesi teklif edilmistir. Halihazirda ilgili boliimde en son 1040. madde bulunmaktadir.
Bkz. <https://uscode.house.gov/browse/prelim@title18/partl/chapterd7&edition=prelim>
Erisim Tarihi 31.05.2021. Ayrica s6z konusu kanun tasarisinin 5. boliimiinde yer alan
degisiklikle, “kimlik belgeleri, kimlik dogrulama ozellikleri ve bilgilerle baglantili olarak
sahtekarlik ve ilgili faaliyetler” suguna birtakim eklemelerin yapilmasi 6ngoriilmektedir.
Buna gore; a bendinde, 1, 4 ve 5. paragraftaki “veya sahte bir kimlik belgesi” ifadesinin,
“sahte bir kimlik belgesi veya sahte bir gorsel-isitsel kimlik kaydi” olarak degistirilmesi; b
bendinde, “veya sahte bir kimlik belgesi” ifadesinin, “sahte bir kimlik belgesi, sahte gérsel-
isitsel kimlik kaydi” olarak degistirilmesi; ¢ bendinde, “bir belge” ifadesinden sonra “veya
sahte gorsel-isitsel kimlik kaydr” ifadesinin eklenmesi teklif edilmektedir. S6z konusu sugun
halihazirdaki hali igin bkz. <https://uscode.house.gov/view.xhtml?req=granuleid:USC-
prelim-title18-section1028&num=0&edition=prelim> Erisim Tarihi 31.05.2021.

14 “Deep Fakes Task Force”.
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8. maddeye gore; bu goérev giiciiniin basindaki kisi olarak I¢ Giivenlik
sekreterinin, yilda en az bir kere gizli oturumda brifing vermesi gerekmektedir.
Brifingde yabanci devletler tarafindan ABD’nin i¢ islerine ve segimlerine etki
etmeye yonelik deepfake icerikler ele alinacaktir.

Gorlldiugii tizere, deepfake’in tehlikeleriyle miicadele kapsaminda
ABD’de birimler kurulmakta, deepfake’e 6zel olarak miinferit su¢ tanimlari ve
ilgili mevcut suglara eklemeler yapilmaktadir. Boylece sosyal diizeni bozucu
nitelikte olan deepfake iceriklerle miicadele, hukuk zeminine tasinmakta ve
deepfake igeriklerinin iiretilmesi suretiyle ihlal edilebilecek hukuki degerlerin
korunmasi amaciyla etkin bir miicadele yiritilmeye c¢alisilmaktadir.

2. Avrupa Birligi Miiktesebatinda Deepfake’in Tehlikelerine Karsi
Hukuki Miicadele

Avrupa Birligi (AB) miiktesebatinda, ceza hukukunu ilgilendirecek
bigimde dogrudan deepfake’e iligkin hiikiim igeren hukuki metin Yapay Zeka
ve Robotik Uzerine Kapsamli Bir Avrupa Sanayi Politikas1 Hakkinda 12 Subat
2019 Tarihli Avrupa Parlamentosu Karar1’dir'®.

Bu Karar, yapay zeka destekli uygulamalari ve igletmeleri artirmak igin
bir grup yapay zeka uzmani olan yapay zeka ittifaki i¢indeki paydaslarla is
birligi i¢inde taslak yapay zekd ydnergeleri gelistirerek yapay zekaya bir
Avrupa yaklasimi onermeyi taahhiit etmek amaciyla alinmistir'®, Karar’in
alinmasinda etkili olan hususlar sayilirken'”” bunlardan biri olarak, AB’nin
diger iilkeler, 6zellikle ABD ve Cin tarafindan yapilan biilylik yatirimlarla
rekabet edebilmesi i¢in Avrupa diizeyinde koordineli bir yaklasima acilen
ihtiya¢ duyulmasi gésterilmektedir!®s,

Yapay zekanin kotii niyetli kullanimmin dijital giivenligi, kamu
giivenligini ve genel olarak kigilerin kendi kaderini tayin hakkini tehdit
edebilecegi ifade edilmektedir. Ayrica yapay zekanin kotii niyetli bir sekilde
kullanilmasinin demokrasi ve temel haklar icin bir risk olusturabilecegi de

15 “Furopean Parliament resolution of 12 February 2019 on a comprehensive European
industrial policy on artificial intelligence and robotics (2018/2088(IN1))”. Karar metni igin
bkz. <https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:520191P0081
&qid=1613925410572& from=EN> Erigim Tarihi 21.02.2021.

106 Karar, par. J.

107

Karar, par. A-L.

108 Karar, par. 1.
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vurgulanmaktadir'®.

Karar’da, Komisyon, kisisellestirilmis icerik veya haber beslemelerinin,
olumsuz sonuglara yol agabilecek bicimde gergeklik algisinin ¢arpitiimasina
yol agtig1 zaman, (0rnegin, se¢im sonuglart veya goc¢ gibi sosyal olgularla
ilgili carpik algilarin olusturulmasi gibi) alg: manipiilasyonu uygulamalarin
cezalandiran bir gergeve 6nermeye ¢agrilmaktadir''®. Bu tiirden yapay zeka
uygulamalarinin tespitine yarayacak uygulamalarin gelistirilmesi gerektigi
ifade edilmektedir''. Yiiz ve ses tamima dahil olmak iizere yapay zeka
uygulamalarinin sosyal istikrar1 korumak i¢in “gézetleme” programlarinda
Cin’deki “sosyal kredi sistemi”’ndeki''? gibi kullanimlarinin, Avrupa degerleri
ve normlariyla dogasi geregi ¢eligkili oldugu vurgulanmaktadir''?.

Boylece Avrupa’da, gerceklik algisinin c¢arpitilmasina sebep olan
deepfake icerikleri baglaminda, se¢im manipiilasyonu gibi hallerde, alg:
manipiilasyonu uygulamalarini cezalandiran bir hukuki diizenleme yapilmasi
yoniinde yol alinmaya ¢aligildigi goriilmektedir.

Keza Karar’da “algoritmalarin seffafligi, egilimi ve a¢iklanabilirligi”
baglikli 5.4. maddesinde, Komisyon, deepfake materyal veya sentetik videolar
veya gercekei olarak yapilmis diger sentetik videolar iireten herkesin, bunlarin

orijinal olmadiklarini agik¢a belirtmesini saglamaya ¢agrilmaktadir'.

Bu calismalar kapsaminda, Avrupa Parlamentosu ve Avrupa Konseyi
yapay zekaya iliskin 21.04.2021 tarihli bir regiilasyon teklif belgesi

199 Karar, m. 1.2.9.
10 Karar, m. 1.2.10.
U Karar, m. 1.2.11.

12 Sosyal kredi sistemi (social credit system), kameralardan bireylerin davraniglarinim
taranmasi suretiyle elde edilen bilylik verinin islenmesi suretiyle kisilerin kredilenmesini
(notlandirilmasini) saglayan ve bdylece kisiler hakkinda kara liste olusturulabilen bir
sistemdir. Ayrintilari i¢in bkz. Nir Kshetri, “China’s Social Credit System: Data, Algorithms
and Implications”, 2020, March/April, IT Professional, s. 14-18.

113 Karar, m. 1.2.12.
114 Karar, m. 5.4.178.
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2116

olugturmustur'>. Bu belge ile yirirlige girecek “Yapay Zeka Kanunu
icin yapay zekd hususunda uyumlastirilmig kurallart belirleyen bir
regiilasyon ortaya koyulmak istenmektedir'’’. Bu baglamda, tiim yapay zeka
sistemlerinin temel haklar1 koruyan mevcut mevzuatin giivenligini ve bunlara
saygl gosterilmesini saglamasi amaciyla, bu sistemlerin saglayicilarina ve
kullanicilarina 6ngoriilebilir, orantili ve net yiikiimliiliiklerin yliklenecegi
belirtilmektedir. Keza bazi yapay zeka sistemleri ve dzellikle sohbet robotlari
(“chatbots™) ile deepfake’lerin kullanimlari bakimindan sadece “asgari
seffaflik yiikiimliiliikleri”nin''® getirilmesi O6nerilmektedir'".

Teklif’in yapay zeka sistemleri i¢in seffaflik ylikiimliiliiklerini diizenleyen
maddesinde'? yapay zeka sistemlerinin, olusturduklari belirli manipiilasyon

15 “Proposal for a Regulation Of The European Parliament And Of The Council Laying Down
Harmonised Rules On Artificial Intelligence (Artificial Intelligence Act) And Amending
Certain Union Legislative Acts” baslikli belge i¢in bkz. <https://eur-lex.europa.eu/legal-
content/EN/TXT/HTML/?uri=CELEX:52021PC0206&qid=1622473802812&from=EN>
Erisim Tarihi 31.05.2021.

“Artificial Intelligence Act”.
Teklif’in Agiklayict Notu, par. 1.1./1.

“Minimum transparency obligations”. Burada ifade edilen, seffafligin saglanmasina
yonelik alt siirlarm belirlenmesi olup o alt sinirlarin seviyesinden daha asagi bir seffaflik
yiikiimliiliigline izin verilmemesi ifade edilmektedir. Dolayisiyla, ifadede seffafligin
olabildigince az oldugu kastedilmemekte, esasen asgari bir seffafligin saglanmasi gerektigine
vurgu yapilmaktadir.

Teklif’in Ac¢iklayict Notu, par. 1.1./9.

120 Teklif, m. 52, “Transparency obligations for certain Al systems”. Maddenin tarafimizca
yapilan gevirisi su sekildedir: “1. (Yapay zeka sistemi) saglayicilari, gercek kisilerle etkilesime
girmesi amaglanan yapay zeka sistemlerinin, kogullar: ve kullanimimin baglamindan agik¢a
anlasilmadig siirece, gercek kisilerin bir yapay zeka sistemi ile etkilesimde bulunduklart
konusunda bilgilendirilecekleri sekilde tasarlanmasini ve gelistirilmesini saglayacaktir.
Bu yiikiimliiliik, bu sistemler halkin bir sugu bildirmesini miimkiin kilmasi icin mevcut
olmadigi siirece, suglari tespit etmek, onlemek, sorusturmak ve kovusturmak igin kanunen
yetkilendirilmis yapay zekad sistemleri igin gegerli degildir.

11

>

11

=

118

o

2. Duygu tanima sistemi veya biyometrik siniflandirma sistemi kullanicilar, sistemin isleyisi
hakkinda bu sisteme maruz kalan gercek kisileri bilgilendirecektir. Bu yiikiimliiliik, suclart
tespit etmek, dnlemek ve sorusturmak icin yasalarin izin verdigi biyometrik kategorizasyon
icin kullanilan yapay zeka sistemlerine uygulanmayacaktir.

3. Mevcut kisilere, nesnelere, yerlere veya diger varliklara veya olaylara onemli olgiide
benzeyen ve bir kisiye yanlis bir sekilde ger¢ek veya giivenilir gibi goriinen goriintii, ses veya
video icerigi (“deep fake”) iireten veya degistiven bir yapay zekad sisteminin kullanicilari, bu
igerigin yapay olarak iiretildigini veya degistirildigini belirtmelidir.

Ancak, suglarin tespiti, onlenmesi, sorusturulmasi ve kovusturulmast amaciyla kullanimina
kanunla izin verildigi veya AB Temel Haklar Sarti 'nda giivence altina alinan ifade 6zgiirliigii
ve sanat ve bilim ozgiirliigii hakkinin kullanildig ve iigiincii kisilerin hak ve ozgiirliikleri icin
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risklerini hesaba katmalar1 ile ilgili olarak diizenleme yapildig1 ifade
edilmektedir'?'. Buna gore; seffaflik yiikiimliilikleri, (i) insanlarla etkilesime
giren, (ii) duygular1 tespit etmek veya biyometrik verilere dayanarak (sosyal)
kategorilerle iligkileri belirlemek i¢in kullanilan veya (iii) igerik {ireten veya
icerigi degistiren (“deep fakes”) sistemler icin gegerlidir. Kisiler, bir yapay zeka
sistemi ile etkilesime girdiginde, duygu veya karakteristik 6zellikleri otomatik
araclarla tanindiginda bu durum hakkinda bilgilendirilmelidir. Gergek igerige
o6nemli Olglide benzeyen goriintl, ses veya video igerigi olusturuluyor
veya bunlar1 islemek i¢in bir yapay zeka sistemi kullaniliyorsa, bunlarin
otomatik araglarla olusturuldugunu belirtme yiikiimliliigli olmalidir. Bunun
belirtilmesi, kisilerin bilingli se¢imler yapmalarina ve belirli bir durumdan
geri adim atmalarina izin vermesini saglayacaktir.

Bu diizenlemelerin yani sira “Dezenformasyona Iliskin Uygulama
Kurallarimn Giiglendirilmesine Iliskin Avrupa Komisyonu Rehberi’nde'?
COVID-19 hastaliginin ortaya ¢ikardigi giigliiklerden birinin dezenformasyon
oldugu ve bu baglamda dezenformasyonla miicadeleye yonelik benimsenen
kurallarin'® gii¢lendirilmesi yoluna gidilmesi gerektigi ifade edilmektedir.
S6z konusu gli¢lendirilmis kurallarda, izin verilmeyen manipiilatif davraniglar
alanindaki manipiilatif tekniklerin tamamini kapsayan ve bunlara karsi
efektif tepkiler gerektiren yeni taahhiitlerin ortaya koyulmasi gerektigi
belirtilmektedir. Keza bu taahhiitlerde, imza sahiplerinin deepfake gibi gelisen
manipiilatif teknikleri de ele almasi1 gerekmektedir'**.

uygun giivencelere tabi olan durumlarda birinci fikra hiikmii uygulanmaz.

4. Fikra 1, 2 ve 3, bu Regiilasyonun Baglik Il 'iinde belirtilen gereklilikleri ve yiikiimliiliikleri
etkilemeyecektir”

121 Teklif’in Agiklayict Notu, par. 5.2.4, “Transparency Obligations for Certain AI Systems
(Title IV)”.

122 “European Commission Guidance on Strengthening the Code of Practice on Disinformation”.
Rehber metni igin bkz. <https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CEL
EX:52021DC0262&qid=1622473657967 & from=EN> Erisim Tarihi 31.05.2021.

123 Avrupa milktesebatinda dezenformasyonla ilgili atilan giincel adimlar igin bkz. 15.12.2020
tarihli “Dijital Hizmetler Kanunu (Digital Services Act)” teklifi, <https://eur-lex.europa.
eu/legal-content/EN/TXT/HTML/?uri=CELEX:52020PC0825 & from=en> Erigim
Tarihi 31.05.2021; “Dezenformasyon Ile Iigili Uygulama Kurallari (Code of Practice
on  Disinformation)”,  <https://digital-strategy.ec.europa.eu/en/policies/code-practice-
disinformation> Erisim Tarihi 31.05.2021.

124 Rehber, m. 6.

688 Ankara Hac1 Bayram Veli Universitesi Hukuk Fakiiltesi Dergisi C. XXV, Y. 2021, Sa. 4



Besir BABAYIGIT

VI. TURKIYE’DE DEEPFAKE’IN TEHLIKELERINE
KARSI CEZA HUKUKU VE TEKNOLOJIK IMKANLARLA
MUCADELENIN DURUMUNA iLiSKiN DEGERLENDIRME VE DE
LEGE FERENDA ONERILER

Deepfake’in yurt disinda ortaya ¢ikmis olmasi sebebiyle calismada
deepfake ornekleri de yabanci iilkelerden verilmistir. Ancak belirtmek gerekir
ki, tilkemizde deepfake igerik iiretiminde gdzle goriiniir bir artis s6z konusudur.
Ornegin, merhum oyuncu Kemal Sunal’m The Mask adinda yabanc: filmdeki
basrol oyuncusunun yerine oynuyor gibi'? ve bir bankanin reklam filminde
kendisini o reklam filminde oynuyor gibi'?® gosterildigi videolar tiretilmistir.
Yine 6rnegin, ibrahim Tatlises’in Narcos adindaki yabanci dizide oynuyormus
gibi gosterildigi'”’ videolar iiretilmistir. Teknolojinin yayginlagmasi ve kisiler
hakkindaki bilhassa goriintii ve ses verilerinin internette artmasiyla birlikte,
bu tiirden deepfake igeriklerinin {inlii olmayan kisiler i¢in iiretilmesi de
miimkiindiir'#®.

Yukarida ifade edildigi tlizere, deepfake teknolojisinin gelismesiyle
birlikte, deepfake igeriklerinin tespit edilmesi teknolojisi de gelismektedir.
Ornegin yakin zamanda iilkemizde bir sirket, deepfake iceriklerini tespit
ettigini belirttigi bir program gelistirmistir'®. Bu dogrultuda deepfake’e
kars1 teknolojik miicadele edilmesi ve teknolojik gelismelere 6nem verilmesi
gerektigi aciktir.

Deepfake’in tehlikeleriyle hukuken miicadele edilmesi hususu tilkemizde
heniiz giincel bir sorun haline gelmemistir. Dolayisiyla bu hususta hukuki bir
diizenleme yapilmamistir. Ancak Ozellikle ileride bu hususta ¢aligmalarin
yapilmasi gerekecegini ongormek zor degildir. Nitekim bazi {ilkelerin bu
hususta hukuki diizenleme yapilmasina yonelik adimlar atmaya bagladig:
yukarida belirtilmisti. Bu baglamda, tilkemizde ceza hukuku agisindan ne
sekilde diizenlemeler yapilabilecegini irdelemek gerekir.

125 Bkz. <https://www.youtube.com/watch?v=HrYe9cEZ8V0> Erisim Tarihi 21.02.2021;
Nabiyev, s. 619.

126 Bkz. <https://www.youtube.com/watch?v=fPiwmoxa0QE> Erigim Tarihi 21.02.2021.
127 Bkz. <https://www.youtube.com/watch?v=22VmhEdv5wA> Erigim Tarihi 21.02.2021.

128 T ossau, s. 3. Ozellikle sosyal medya platformlarinda paylasilan (fotograf, video, ses gibi)

veriler deepfake olusturmakta kolayca kullanilabilmektedir. Bkz. Aksoy Retornaz, s. 100,
101.

129 “Deepware Scanner” adindaki agik kaynakli (“open-sourced’) bu program igin bkz. <https://
deepware.ai/about/> Erigim Tarihi 21.02.2021.
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Yukarida deepfake igeriklerinin ara¢ olarak kullanilabilecegi su¢lardan
bahsedildi. S6z konusu suclarin olugmasi bakimindan, mevcut diizenlemeler
kargisinda, bir deepfake igeriginin olusturulmasi bir sugun islenmesinde
kullaniliyorsa olusan sug¢ baglaminda failin sorumlulugu yoluna gidilecektir.
Diger yandan, deepfake iceriklerinin kullanilmasinin bazi suglarda daha fazla
cezay1l gerektiren bir nitelikli hal olarak diizenlenmesi yoluna gidilebilir.
Bilhassa iftira, su¢ uydurma, santaj, hakaret, dolandiricilik ile fikir ve
sanat eserleriyle ilgili hak ihlali suretiyle islenen suglarda daha fazla cezay1
gerektiren bir nitelikli hal olarak, bu su¢larin deepfake icerikleri tiretmek!'*,
kullanmak, ifsa etmek ve yaymak suretiyle gerceklestirilmeleri diizenlenebilir.
Nitekim bu suglarin temel halinin islenmesindeki fiilin gerceklestirilisi
ile deepfake teknolojisinin kullanilmasi suretiyle gergeklestirilisi arasinda
hem harcanan gaba bakimindan hem de hileli bir davranis olmasi sebebiyle
haksizlik bakimidan fark bulundugunu sdyleyebiliriz. Ayrica her ne kadar
deepfake igeriklerinin tespitine yonelik teknoloji geligse de bunlarin tam bir
giivenilirlikle tespit edilebildigini sdylemek de miimkiin degildir. Dolayisiyla
bu igeriklerin aldaticiliklari olduk¢a yiiksek olmaktadir'®'. Bazi suglar
bakimindan deepfake hususunda bosluklarin bulunmasi sebebiyle daha
ayrintili degerlendirme yapmak gerekmektedir:

I. Kigisel verilere iliskin olarak TCK’da (m. 135, 136, 138) ve
KVKK’da (m. 17) yer alan suglardaki hareketler, hukuka aykiri olarak kisisel
veriyi kaydetmek, vermek, yaymak, ele gegirmek, yok edilmesi gereken
kisisel veriyi yok etmemek, silinmesi gereken kisisel veriyi silmemek ve
anonimlestirilmesi gereken kisisel veriyi anonimlestirmemek seklindedir.
Deepfake teknolojisinin kullanilmasindaki hareketin motifi ise, kisisel
verileri bir siirece tabi tutarak manipiile etmektir. Elbette, deepfake igeriginin
iretilmesi i¢in gerceklestirilmesi halinde kisisel veriyi kaydetmek, vermek,
yaymak ve ele gecirmek hareketleri sug teskil edecektir. Ancak burada ayrica
veriyi bir siiregten gegirmek sdz konusudur. Daha agik ifadeyle, orijinal bir
kisisel veri, bagka verilerle kaynastirilmak suretiyle manipiile edilmis bir veri
ortaya ¢ikarilmaktadir. Bu itibarla deepfake icerigindeki kisisel veri, manipiile
edilmis bir kisisel veridir. Dolayisiyla esasen gercekle bagdasmayan ve
gercekmis gibi goriinen, ama bir yoniiyle ise gergek kisisel verileri barindiran

130 Almanya’da deepfake ile ilgili bir sugun ihdas edilmesi halinde, bu igeriklerin sadece
yayillmasmin degil, igerdigi zarar potansiyelinin biyiikliigli sebebiyle iiretilmesinin
de cezalandirilmasinin gerekecegi ifade edilmektedir. Bkz. Lantwin, Rechtliche
Herausforderungen, s. 578.

B Chesney/Citron, Looming Challenge, s. 1753.
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bir karma fiiriin elde edilmis olmaktadir. Keza, elde edilen bu sahte igerik,
gercek bir kisisel veri goriinimiinde insanlar1 aldatici kabiliyeti de haiz
bulunmaktadir. Dolayisiyla, gergek bir kisisel verinin salt kaydedilmesi,
verilmesi, yayilmasi veya ele gecirilmesi degil, ayni zamanda o kisisel veri
iizerinde manipiilasyon yapilmast da s6z konusudur. Bu sebeple, bilisim
sistemlerinin kullanilmasi suretiyle hukuka aykir1 bir sekilde; baskasina ait
goriintli veya sesi degistirme ya da bagkasina ait olan goriintli veya sesi bir
bagka kisinin goriintii veya sesinde kullanma ya da {iretilen bu igerigi yayma
veya ifsa etme fiilleri bakimindan bir su¢ tanimina yer verilmesi gerektigi
kanaatindeyiz.

II. Miistehcenlik su¢unun kapsami disinda kalan hususa burada
tekrar deginmek gerekir. Yetiskinlerin rizasiyla yer aldigi bir mistehcen
triinlin iretilmesi, TCK m. 226’da sayilan fiillerin ger¢eklestirilmesinde
kullanilmadik¢a miistehcenlik suguna viicut vermemesi bakimindan
anlagilabilir mahiyettedir. Buna karsilik, deepfake icerik olarak bir miistehcen
iiriiniin tretilmesinde, eger gorlintiisii mevcut olan kisilerin rizasi s6z konusu
degilse, bdyle bir iirlinlin salt tiretilmesinin de bir haksizlik teskil ettiginde
siiphe yoktur'®?, Ancak mistehcenlik sugu, bu triinlerin salt iiretilmesi
bakimindan 6nleyici mahiyette degildir. Belirtmek gerekir ki, cinsel nitelikte
deepfake medya iceriginin liretilmesinde o igerikte aslinda yer almayan ama
yer almis gibi gosterilen kisinin yiizii ve bedenine iliskin diger goriintiileri
kisisel veri niteligindedir. Yukarida ifade ettigimiz iizere bilisim sistemlerinin
kullanilmasi suretiyle hukuka aykirt bir sekilde; baskasina ait goriintii veya
sesi degistirme ya da bagkasina ait olan goriintii veya sesi bir bagka kisinin
goriintii veya sesinde kullanma ya da iiretilen bu igerigi yayma veya ifsa etme
fiilleri bakimindan bir su¢ tanimina yer verilmesi gerekmektedir. Boyle bir
su¢ taniminin ihdas edilmesiyle birlikte, hukuka aykir1 olarak kisilerin kisisel
verilerinin bir siirece tabi tutularak manipiile edilmesi, dolayisiyla bir deepfake
medya igeriginde kisilerin rizast hilafina yer almalari kapsama alinmig

132 Benzer sekilde bkz. Lantwin, Strafrechtliche Bekdmpfung, s. 81. Doktrinde, “cinsel i¢erikli
goriintiileri rizaya aykir olarak ifsa etme, yayma, erisilebilir kilma veya iiretme” fiilleri
bakimindan, TCK’da “ézel hayata ve hayatin gizli alanina karsi suglar” arasinda ayr bir
sucun ihdas edilmesi gerektigi ifade edilmektedir. Bu su¢ kapsaminda, deepfake medya
iceriklerinin de yer almas1 gerektigi ve bu medya iceriklerinde sadece yiizii kullanilan kisinin
de bu ihdas edilecek su¢ baglaminda magdur olacagi belirtilmektedir. Bkz. Aksoy Retornaz,
s. 85, 115, 142. Keza bu sucun ihdasini 6neren yazar, 6nerdigi su¢ taniminda deepfake
medya iceriklerinin iiretilmesine, “bir kiginin siber alanda cinsel igerikli goriintiilerini
rizaya aykirt olarak ... siber alamin sagladig kolayliktan faydalanarak iireten” ifadesiyle
yer vermektedir. Bkz. Aksoy Retornaz, s. 142
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olmaktadir. Bu sugun ihdasinda, iiretilen medya igeriginin cinsel nitelikte
olmas1 durumuna yonelik olarak daha fazla ceza verilmesini gerektiren bir
nitelikli hale yer vermek isabetli olacaktir. Keza iiretilen deepfake medya
iceriklerinin kisilerin onur, seref ve sayginligini rencide edici nitelikte olmasi
halinde, hakaret sucu da olusacaktir.

III. Bir bagka degerlendirme, secimlerde yasak propaganda yapmak
sucu bakimindan yapilmalidir. Yukarida agiklandigi tizere, sugun taniminda
yer alan, “ne suretle olursa olsun se¢imin diizenini bozabilecek veya oy
vermenin tam bir serbestlikle yapiimasina tesir edebilecek mahiyette soz,
yazi veya sair suretlerle propaganda yapmak veya asilsiz sayialar ¢ikarmak”
fiilinde, eger davranisin “oy verme giiniinden énceki giiniin saat 18.00’inden
sonra ve oy verme giiniinde” gerceklestirilmesi sart1 bu fiil bakimindan gecerli
degilse, bu diizenlemenin deepfake iceriklerinin iretilmesi-kullanilmasi
suretiyle se¢imi manipiile etmek bakimindan genel mahiyette bir diizenleme
oldugu soylenebilir. Nitekim, sadece “oy verme giiniinden onceki giiniin saat
18.00’inden sonra ve oy verme giiniinde” gegerli bir zaman i¢in degil, her
zaman i¢in bir koruma saglamaktadir. Ancak aksi halde, deepfake iceriklerinin
iretilmesi-kullanilmasi suretiyle se¢imi manipiile etmek bakimindan bu
hiikiim etkili bir koruma saglamayacaktir. Nitekim bu durumda sadece “oy
verme giintinden onceki giintin saat 18.00’inden sonra ve oy verme giiniinde”
gecerli bir zaman i¢in bir yasaklama yoluna gidilmektedir. Bu diizenlemenin
anlagilir hale getirilmesi gerektigi acgiktir. Ayrica deepfake teknolojisinin
kullanilmasi suretiyle gerceklestirilen bir propagandanin, siradan bir asilsiz
propaganda olmadigi, nitelikli ve ikna edici olabilecek igeriklere sahip
olabilecegi ve gerceklestirilen davranigin daha fazla haksizlik i¢erigine sahip
olacagina dikkat edilmelidir.

Keza hem Teksas Secim Kanunu’nun 255.004 numarali maddesi
vasitastyla hem ABD’de getirilmek istenen DAA Kanun Tasarisi’nda hem
Kaliforniya’dakikanuntasarilarindahemde Yapay Zekd ve Robotik konusundaki
Avrupa Komisyonu Kararr'nda vurgulanan bir hususa tekrar deginmek
gerekir. S6z konusu diizenlemelerde, ulusal giivenlik ve se¢im manipiilasyonu
ile deepfake arasinda ciddi bir baglanti kurulmaktadir. Deepfake’in sebep
olabilecegi en biiylik tehlikelerden birinin segimleri etkileyebilecek olmasi
gosterilmektedir'®®. Nitekim bu dogrultuda Teksas Secim Kanunu’nun

LIS

133 Bu husustaki tehlikeler, temel olarak “se¢im manipiilasyonu”, “sosyal ayrismanin artmast”
ve “devlet kurumlari ve yetkililere olan giivenin azalmasi” seklinde ele alinmaktadir.
Ayrintili degerlendirmeler i¢in bkz. Waldemarsson, s. 9 vd.
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255.004 numaralt maddesinde deepfake igeriklerle secim manipiilasyonu sug
olarak diizenlenmistir. Ayn1 dogrultuda ABD’de DAA Kanun Tasarisi’nda
deepfake araciligiyla secime miidahale etmenin sug¢ olarak diizenlenmesi
yoluna gidilmektedir. Ayrica “Deep Fake Gérev Giiciiniin kurulmasi ve bu
gorev giiciiniin yilda en az bir kere gizli oturumda ABD’nin i¢ islerine ve
secimlerine etki etmeye yonelik deepfake’lerin ele alinmasi diizenlenmektedir.
Keza Kaliforniya’da secime katilan adaylarin itibarini zedelemek veya bir
secmeni aday lehine veya aleyhine oy vermesi i¢in kandirmak amaciyla
deepfake igeriklerinin kullanilmas: yasaklanacaktir. Dolayisiyla aktiiel
olmamasi sebebiyle deepfake’lerin se¢im tlizerinde olusturabilecegi etkilerin
iilkeler nezdinde tam olarak deneyimlenmemis olmasina ragmen, segimler
tizerindeki etkilerinin 6nemli olacagi Ongoriilmektedir'**. Bu hususun,
aktiiel bir tehlike haline donlismeden bir an 6nce iilkemiz se¢im ve ceza
hukuku mevzuati bakimindan da degerlendirilmesinde yarar bulunmaktadir.
Keza hem benzer bir kamu giicli biriminin olusturulmas1 hem de mevcut
diizenlemedekinden daha fazla miktarda bir soyut cezay1 icerecek bigcimde
se¢imlerin manipiilasyonuna 6zel olarak bir sucun ihdas edilmesi; bilhassa,
bilisim sistemlerinin kullanilmasi suretiyle baskasina ait goriintli veya sesin
degistirilmesi ya da baskasina ait olan goriintii veya sesin bir baska kisinin
gorlintii veya sesinde kullanilmasi suretiyle iiretilen medya igeriklerinin
ulusal giivenligi ya da se¢imin akibeti veya giivenligini tehlikeye diisiirecek
bi¢cimde kullanma, ifsa etme veya yayma fiillerinin cezalandirilmasi yoluna
gidilmesinin isabetli olacagi kanaatindeyiz. Boylece ifade hiirriyetinin
kullanilmasinin tehlikeye diisiiriilmemesi amacryla sugun somut tehlike sucu
olarak diizenlenmesinin isabetli olacagi diisiincesiyle'*® ihdas edilecek bu
sucun bir somut tehlike sugu olmasi gerekmektedir. Keza bu deepfake medya
iceriklerinin cinsel nitelikte olmasi durumuna yonelik olarak daha fazla ceza
verilmesini gerektiren bir nitelikli hale yer vermek isabetli olacaktir.

134 Bilhassa, segimleri ve siyasi hayati etkilemek icin iretilecek deepfake igeriklerinde
politikacilarin  goriintiilerinin  pornografik medya iceriginde kullanilmast ihtimaline
dikkat ¢ekilmektedir. Bkz. Lantwin, Strafrechtliche Bekdmpfung, s. 79. Deepfake igerik
olusturmaktaki amacin se¢imleri dogrudan etkilemesi bakimindan degil, fakat politikacilarin
itibarimin zedelenmesi bakimindan bu hususta bir 6rnek 2019 yilinda Malezya’da yasanmustir.
Iki siyasetci arasinda gecen miistehcen igerikli sahte olarak olusturulmus oldugu iddia
edilen bir video yayinlanmistir. S6z konusu videonun bir deepfake olup olmadiginin tespit
edilemedigi belirtilmekle birlikte, bir deepfake icerik oldugu ileri stirilmistiir. Bkz. Yavuz,
s. 37.

Deepfake igeriklerinin siyasi baglamda iiretilmeleri ve kullanilmalarmin ceza hukuku
yaptirimlarina tabi tutulmasi hususunda ifade ve sanat hiirriyetinin lehine istisnalarin
saglanmasi gerektigine dikkat ¢cekilmektedir. Bkz. Lantwin, Strafrechtliche Bekdmpfung, s.
82.

13
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IV. Son olarak, deepfake teknolojisinin kullanim sinirlariin belirlenmesi
bakimindan da bir pozitif hukuk diizenlemesinin gerekliligini vurgulayabiliriz.
Nasil ki kigisel veriler bakimindan 6zel bir koruma alani saglanmaya ve bu
alanin diizenlenmesine c¢alisilmigsa, deepfake teknolojisinin kullaniminin
da diizenlenmesi gerekir. Nitekim bu teknolojinin kullanim smirlariyla
birlikte, hukuka uygunlugun maddi sartlar1 ortaya koyulabilecektir. Ornegin,
sanatsal bir calisma kapsaminda veya salt parodi amach eglence igerikli
videolarin deepfake ile hazirlanmasinin sartlar1 bdylece pozitif hukuk
dayanagina kavusacaktir. Ancak boyle bir diizenleme yapilirken, yapay zeka
teknolojilerinin gelismesini engelleyici bir yontemin benimsenmemesine
dikkat edilmelidir.

SONUC

Deepfake olarak tabir edilen sahte medya igeriklerinin {iretimi gittikce
kolaylasmakta ve bu sebeple yayginlasmaktadir. Basta kisisel verilere iliskin
suclar ve miistehcenlik suglart olmak iizere pek ¢ok sugun islenmesinde
deepfake teknolojisi ve igerikleri kullanilabilir niteliktedir. Konunun ayrica
ulusal glivenlik ve siyasi yonii de bulunmaktadir.

I¢ hukukunda deepfakeileilgiliilk adimi atan ve deepfake igeriklere iliskin
su¢ tanimlarina yer veren iilkeler Virginia ve Teksas olmustur. Keza ABD’de
deepfake hususunda genis kapsamli olarak DA A Kanun Tasaris1 sunulmustur.
Avrupa Komisyonu da alg: manipiilasyonu uygulamalarini cezalandiran
bir hukuki diizenleme yapilmasi gerektigine ve deepfake ile yapay zekanin
kotiiye kullanimina dikkat ¢cekmektedir. Bu gelismelere iilkemizin kayitsiz
kalmamas1 gerekir. Biyilik olasilikla, {lkeler milletleraras1 sozlesmeler
imzalamak suretiyle deepfake’in tehlikeleriyle miicadeleyi genisletecektir.
Nitekim smir asan suglar s6z konusu oldugunda, bu tiir suglarla miicadele
icin ¢esitli sozlesmelerin imzalanmasi yoluna gidilmektedir'*®. Yapilmasi
muhtemel sozlesmelerden dnce diger tilke uygulamalan Tiirkiye i¢in bir yol
gosterici nitelik arz edebilir. Keza teknolojik gelismelerin gerisinde kalmayan
ve ihtiyaglari karsilayan i¢ hukuk diizenlemeleri 6ngoriilmelidir.

Onemle belirtmek gerekir ki, deepfake’in tehlikeleriyle miicadelede
kanun koyucunun suglarin ihdas edilmesi yoniinde irade sergilemesi halinde
ceza hukukunun wultima ratio niteligi gdzden uzak tutulmamalidir. Her ne
kadar ceza hukuku yaptirimlar son ¢are olsa da yukarida ifade edildigi gibi

136 Mahmut Koca/ilhan Uzillmez, Tiirk Ceza Hukuku Genel Hiikiimler, 13. Baski, Se¢kin
Yayincilik, 2020, s. 36.
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deepfake; maddi ve manevi varligi koruma ve gelistirme hakki, 6zel hayata
ve aile hayatina sayg1 gosterilmesini isteme ve 6zel hayatin ve aile hayatinin
gizliligi hakk, kisisel verilerin korunmasini isteme hakki, diisiince ve kanaat
hiirriyeti ile diisiince ve kanaatleri agiklama ve yayma hakki, bilim ve sanat
hiirriyeti gibi hukuki degerlere iliskin hak ihlaline yol agabilmektedir. Bu
hukuki degerler, halihazirda farkli suglarla korunmaya c¢alisilmaktadir.
Dolayisiyla hukuki degerlerin 6nemine binaen bu degerlerin korunmasina
yonelik olarak suglar ihdas edilmektedir. Deepfake de bu sebeple diger
iilke hukuklarinda ceza hukukunun alanina girmektedir. Elbette deepfake’in
tehlikelerine karsi hukuki miicadele, oncelikle 6zel hukuk ve idare hukuku
alaninda yapilacak diizenlemelerle saglanmalidir'®’. Ozel hukuk ve idare
hukukunun miidahale alaninin yetersiz kaldiginin su¢ politikasiyla tespiti
halinde ceza hukuku yaptirnmlari uygulanmalidir. Belirtmek gerekir ki,
halihazirdaki su¢ tanimlar1 ve korunan hukuki degerlere bakildiginda, cezaya
muhtaclik ve layiklik baglaminda deepfake haksizliklarinin ceza hukukunun
miidahale alanina dahil olmasi makul goriinmektedir.

Ayrica bu teknolojinin gelismesine ve faydali alanlarda kullanilmasina
yonelik destekleyici nitelikte hukuki adimlarin atilmasi gerekir.

Calismanin sonucu olarak deepfake’in tehlikelerine karsi iilkemizde
atilmasi gereken adimlari su sekilde siralayabiliriz:

e Salt hukuki diizenlemeler, deepfake’in yol agabilecegi tehlikelerin
oniine gecebilmek bakimindan yeterli olmayacaktir. Ulkemizde, deepfake
iceriklerinin tespit edilebilmesine yonelik bilisim programlar1 iiretilmeye
baslanmis olmakla birlikte, bir ulusal politika olarak da bu tiir teknolojik
gelismelerin tesvik edilmesi ve bu konuda yol kat edilmesi gerekmektedir.

e Deepfake ile hukuken miicadele edilmesi hususu iilkemizde giincel
hale gelmemistir. Deepfake’e iliskin genel mahiyette bir pozitif hukuk
metninin yiiriirliige koyulmasi ve bu teknolojinin hukuk zemininde ele
almmasina gereklilik bulunmaktadir. Daha acik bir ifadeyle, esasen yapay
zekd uygulamalarina iliskin ayr1 bir kanun diizenlemesi yapilmasi isabetli
olacaktir. Bu kanunda deepfake’e iliskin diizenlemelere de yer verilmesiyle
bu alan hukuki bir temele kavusabilecektir.

137 Belirtmek gerekir ki, ¢alismada ceza hukuku baglaminda degerlendirmelerde bulunulmustur.

Bu sebeple, 6zel hukuk ve idare hukuku baglamindaki yaptirimlar ¢aligmanin kapsami
disinda oldugundan bu husus ayrintili olarak irdelenmemistir.
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e Iftira, su¢c uydurma, santaj, hakaret, dolandiricilik ile fikir ve sanat
eserleriyle ilgili hak ihlali suretiyle islenen suglarin deepfake igerikleri
tretmek ve deepfake teknolojisini kullanmak suretiyle islenmeleri halleri,
haksizlik igerikleri dolayisiyla daha fazla cezay1 gerektiren bir nitelikli hal
olarak diizenlenebilir.

e Deepfake iceriklerin iiretilmesi i¢in gergeklestirilmesi halinde, kisisel
veriyi kaydetmek, vermek, yaymak ve ele gecirmek hareketleri sug teskil
edecektir. Ancak deepfake teknolojisinin kullanilmasindaki hareketin motifi
esasen kisisel verilerin bir siirece tabi tutularak manipiile edilmesidir. Bu
sebeple, kisisel verilere iliskin olarak deepfake teknolojisinin kullanilmasina
ayrica yer verilmesi gerekir. Boylece, deepfake medya iceriklerinin iiretilmesi,
kullanilmasi, yayilmasi ve ifsa edilmesine yonelik olarak genel mahiyette bir
suc ihdas edilmis olacaktir.

e Deepfake igeriklerin se¢imlerin manipiilasyonunda kullanilmasi
baglaminda, deepfake hususunun aktiiel bir tehlike haline donlismeden
bir an 6nce iilkemiz se¢im ve ceza hukuku mevzuati bakimindan
degerlendirilmesinde yarar bulunmaktadir. Secimlerin Temel Hiikiimleri ve
Se¢men Kiitiikleri Hakkinda Kanun’daki mevcut su¢ tanimindan daha fazla
miktarda bir soyut cezayi igerecek bigimde ulusal giivenlik ile segimlerin
manipiilasyonuna 6zel olarak bir su¢ ihdasi yoluna gitmek isabetli olacaktir.
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