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DEEPFAKE’İN CEZA HUKUKU BAKIMINDAN 
DEĞERLENDİRİLMESİ VE DE LEGE FERENDA ÖNERİLER

Beş൴r BABAYİĞİT*

ÖZ

“Deepfake”, eldeki verilerden derin öğrenme tekniği kullanılarak, gerçek 
olmamasına rağmen gerçeğe çok yakın görüntü, video ve ses biçimindeki içeriklerin 
üretilmesi faaliyeti ve bu faaliyet sonucu üretilen içeriklerin genel adıdır. Bu 
çalışmada, Türkçeye henüz çevrilmemiş bir terim olan “deepfake” kavramı ele 
alınmış, bu sahteciliklerin Türk ceza hukuku bakımından ortaya çıkarabileceği 
sorumluluk halleri incelenmiştir. Ayrıca “deepfake”in tehlikelerine karşı mücadelede 
diğer ülkelerde bu konuda yapılması planlanan yasal düzenlemeler ve ülkemizdeki 
mevcut durum ile ülkemiz bakımından yapılması gerekenler değerlendirilmiştir.

Anahtar Kelimeler: yapay zekâ, derin öğrenme, derin sahtecilik, kişisel veri, 
büyük veri.

AN EVALUATION OF DEEPFAKE IN THE CONTEXT OF CRIMINAL LAW 
AND DE LEGE FERENDA SUGGESTIONS

ABSTRACT

“Deepfake” is the activity of producing contents in forms of images, videos and 
sounds that are very realistic, although not real, using the deep learning technique, 
and the general name of the contents produced as a result of this activity. In this study, 
the concept of “deepfake”, a term that has not yet been translated into Turkish, is 
discussed, and the liability situations that these forgeries may cause in the context 
of Turkish criminal law are examined. In addition, in the fight against the dangers of 
“deepfake”, the legal regulations planned to be made in other countries, the current 
situation in our country and what needs to be done in terms of our country were 
evaluated.
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data.
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GİRİŞ

Teknoloj൴dek൴ gel൴şmeler, salt teknoloj൴y൴ değ൴l, aynı zamanda hukuku 
da ൴lg൴lend൴ren yönler൴yle yen൴ kavramlar ve tekn൴kler൴ ortaya çıkarmaktadır. 
Bu gel൴şmelerden b൴r൴ de yapay zekâ teknoloj൴ler൴nden b൴r൴ olan “deepfake”t൴r. 
Yapay zekânın get൴r൴ler൴n൴n yanında, hakların ൴hlal൴ bağlamında olumsuzlukları 
da bulunab൴lmekted൴r. N൴tek൴m yapay zekâ, kullanım amacına göre b൴l൴msel 
ve sanatsal çalışmalar yapılmasında araç olduğu kadar suç ൴şlenmes൴nde de 
kullanılab൴lmekted൴r1.

Dünya, son dört yılda, “deepfake” kavramıyla tanışmış bulunmaktadır. 
Yapay zekâ ൴ç൴nde değerlend൴r൴len der൴n öğrenme metoduyla üret൴len sahte 
൴çer൴kler; görüntü ve ses man൴pülasyonu olarak karşımıza çıkan deepfake’e 
vücut vermekted൴r. Keza bu söz konusu sahte ൴çer൴kler çeş൴tl൴ suçların 
൴şlenmes൴nde b൴r araç olarak kullanılab൴lmekted൴r. 

Günümüzde ücrets൴z programlarla b൴le herkes tarafından kolayca 
deepfake ൴çer൴kler൴n üret൴leb൴ld൴ğ൴2 göz önüne alındığında bu ൴çer൴kler൴n yol 
açab൴leceğ൴ tehl൴keler൴n artacağını söyleyeb൴l൴r൴z. Bu tehl൴keler൴n önem൴ne 
b൴naen, deepfake kavramının ne olduğu, bu ൴çer൴klerle ൴şleneb൴lecek suçlar 
ve deepfake’൴n tehl൴keler൴ne karşı ne şek൴lde mücadele ed൴leb൴leceğ൴ hususları 
çalışmanın konusunu oluşturmaktadır. Bu çalışmayla, Türk hukuk l൴teratüründe 
deepfake hususunun gündeme get൴r൴lmes൴ amaçlanmaktadır.

Bel൴rtmek gerek൴r k൴, “deepfake” tab൴r൴ ൴ç൴n çalışmada Türkçe b൴r tab൴r 
kullanılmayacak, anlamını kaybetmemes൴ açısından kavram bu hal൴yle 
kullanılacaktır3.

1 Alexander P. Sukhodolov/Artur V. Bychkov/Anna M. Bychokova, “Yapay Zekâ Teknolo-
j൴ler൴ Kullanılarak İşlenen Suçlar İç൴n Ceza Pol൴t൴kası: Devlet, Sorunlar, Beklent൴ler” ൴n Jo-
celyne Alayan (Çev.), Yener Ünver (Ed.), Karşılaştırmalı Güncel Ceza Hukuku Ser൴s൴ 21, 
Ceza Hukukunda Robot, Yapay Zeka ve Yen൴ Teknoloj൴ler, Seçk൴n Yayıncılık, 2021, s. 209; 
Eylem Aksoy Retornaz, B൴r S൴ber Tac൴z B൴ç൴m൴: C൴nsel İçer൴kl൴ Görüntüler൴ Rızaya Aykırı 
Olarak İfşa Etme, Yayma, Er൴ş൴leb൴l൴r Kılma veya Üretme Suçu (Revenge Porn ve Deep 
Fake), On İk൴ Levha Yayıncılık, 2021, 101.

2 Tob൴as Lantw൴n, “Strafrechtl൴che Bekämpfung m൴ssbräuchl൴cher Deep Fakes – Geltendes 
Recht und mögl൴cher Regelungsbedarf”, 2020, 2, MMR-Ze൴tschr൴ft für IT-Recht und Recht 
der D൴g൴tal൴s൴erung, s. 78; Norbert Lossau, “Deep Fake: Gefahren, Herausforderungen und 
Lösungswege”, 2020, 382, Analysen und Argumente, Konrad-Adenauer-St൴ftung, s. 3.

3 Bazı ter൴mler൴n Türkçeye çevr൴lmeden kullanılması, o ter൴m൴n kapsamının daralmaması ba-
kımından terc൴h ed൴lmekted൴r. Çalışmamızda bu sebeple yen൴ b൴r ter൴m olan “deepfake”e 
karşılık olarak b൴r Türkçe tab൴r kullanılmayacaktır. Buna karşılık, “deepfake” ter൴m൴n൴n 
Türkçeleşt൴r൴lmes൴nde “derin öğrenme teknolojisinin kullanımıyla sahte içerik oluşturma”, 
“derin öğrenme teknolojisinin kullanımıyla oluşturulan sahte içerik”, “ileri sahtecilik”, “de-
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I. GENEL OLARAK YAPAY ZEKÂ, BÜYÜK VERİ, MAKİNE 
ÖĞRENMESİ VE DERİN ÖĞRENME

Çalışmanın altyapısını yapay zekâ teknoloj൴ler൴n൴n gel൴şmes൴yle ortaya 
çıkan der൴n öğrenme tekn൴ğ൴ oluşturmaktadır. Bu sebeple yapay zekâ (“artificial 
intelligence (AI)”), büyük ver൴ (“big data”), mak൴ne öğrenmes൴ (“machine 
learning”) ve der൴n öğrenme (“deep learning”) kavramlarına kısaca değ൴nmek 
çalışmanın anlaşılması açısından önem arz etmekted൴r4.

İnsanlar, bazı ൴catlarında tab൴atı takl൴t etm൴şlerd൴r. Örneğ൴n gözün 
çalışma mekan൴zmasının anlaşılmasıyla, fotoğraf mak൴nes൴ ൴cat ed൴lm൴şt൴r. 
İnsan beyn൴n൴n anlamlı karar verme mekan൴zmasının anlaşılmasıyla b൴rl൴kte 
de ൴nsanı takl൴t eden mak൴neler tasarlanmaya başlanmıştır5. Bu noktada, 
yapay zekâ, makinelerin programlanıp insan gibi adeta “şuurlu” davranışlar 
gösterebilmesi olarak tanımlanmaktadır6. Yapay zekâ, ൴nsan zekasının 
kullanım sürec൴n൴n mak൴nelerle takl൴t ed൴lmes൴ olarak da ൴fade ed൴lmekted൴r7.

Olaylar karşısındak൴ deney൴mler aracılığıyla ൴nsanlar o durum ve benzer 
durumlarla ൴lg൴l൴ görüş oluşturur, bell൴ düşünce kalıpları gel൴şt൴r൴r. Görüşler, 
o olay karşısında ne şek൴lde hareket edeceğ൴m൴z൴, yan൴ tutumumuzu bel൴rler. 

rin taklit”, “derin hile”, “derin sahtecilik” ve “dip düzmece” g൴b൴ ൴fadeler kullanılab൴l൴r. Bu 
൴fadeler arasından “dip düzmece” ve “derin sahtecilik” ൴fadeler൴n൴n kullanılmasının, “deep-
fake” ter൴m൴n൴n kapsamına yakınlaşması ve kısa ൴fadeler olması sebeb൴yle uygun olab൴leceğ൴ 
kanaat൴ndey൴z. Ancak bu ter൴m൴n Türkçeleşt൴r൴lmes൴nde ൴deal olanın, ter൴m൴n b൴l൴ş൴m alanında 
b൴r ter൴m olması sebeb൴yle b൴l൴ş൴m alanındak൴ ve d൴l alanındak൴ uzmanlarca Türkçeleşt൴r൴lme-
s൴ olduğunu ൴fade etmel൴y൴z. Güncel b൴r çev൴r൴ faal൴yet൴nde “deepfake” ൴fades൴, “derin sahte” 
olarak çevr൴lm൴şt൴r. Bkz. Sukhodolov/Bychkov/Bychokova, s. 209. Güncel b൴r başka çalış-
mada ൴se, “deepfake” ൴fades൴ olab൴ld൴ğ൴nce çevr൴lmeden kullanılsa da çalışma bağlamında 
yapılan açıklamalar doğrultusunda bazı yerlerde “yüz değiş tokuşu”na karşılık olarak kul-
lanılmaktadır. Bkz. Aksoy Retornaz, s. 32, 99, 115, 142. “Yüz değiş tokuşu” ൴fades൴n൴n “fa-
ceswap” kavramına karşılık kullanılması gerekt൴ğ൴n൴ ve faceswap’ın deepfake teknoloj൴s൴yle 
yapılab൴leceklerden en yaygını olsa da deepfake’൴n bundan ൴baret olmadığını bel൴rtmel൴y൴z.

4 Bel൴rtmek gerek൴r k൴, bu kavramlar henüz Türk D൴l Kurumu’nun (TDK) sözlükler൴nde ken-
d൴ne yer bulamamıştır.

5 Anand Deshpande/Man൴sh Kumar, Art൴f൴c൴al Intell൴gence for B൴g Data, Packt, 2018, s. 8.
6 Harun P൴r൴m, “Yapay Zeka”, 2006, 1(1), Journal of Yaşar Un൴vers൴ty, s. 85.
7 Sach൴n Ramar, Art൴f൴c൴al Intell൴gence How It Changes the Future, Kend൴ Basımı 

(Independently Publ൴shed), 2019, s. 7, <https://www.scr൴bd.com/document/466365329/
Art൴f൴c൴al-Intell൴gence-How-It-Changes-the-Future> Er൴ş൴m Tar൴h൴ 25.10.2019. Yapay zekâ 
ayrıca sözlükte şu şek൴lde tanımlanmaktadır: “1. Bilgisayarlarda akıllı davranış simülasyonu 
ile uğraşan bir bilgisayar bilimleri dalı. 2. Bir makinenin akıllı insan davranışını taklit 
edebilme yeteneği.” Bkz. <https://www.merr൴am-webster.com/d൴ct൴onary/art൴f൴c൴al%20
൴ntell൴gence> Er൴ş൴m Tar൴h൴ 24.10.2019.
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N൴hayet, hareketler൴m൴z de ortaya b൴r sonuç çıkarır. Buna “sonuçlar piramidi 
teorisi” (“the results pyramid theory”) den൴lmekted൴r8. Yan൴ sonuçlar p൴ram൴d൴ 
teor൴s൴ne göre, tabanda deney൴mler yer almakta, üstünde deney൴mlere dayalı 
görüşler ve düşünce kalıpları, onun üstünde görüş ve düşünce kalıplarına 
dayalı hareketler-tutumlar ve en üstte hareketler൴n sonuçları yer alır. Yapay 
zekâda b൴lg൴sayarın çalışma mantığı da bu şek൴lde gerçekleşmekted൴r. 
Ver൴ler deney൴mlere, modeller görüşlere ve çıktılar harekete-sonuçlara 
denk düşmekted൴r9. Burada a posteriori, ampirik b൴r b൴lg൴den bahsed൴ld൴ğ൴ 
söyleneb൴l൴r. Dolayısıyla buradak൴ b൴lg൴n൴n kaynağını algılar ve deney൴m 
oluşturmaktadır. Deepfake bağlamında öneml൴ olanın bu tür b൴r b൴lg൴ olduğunu 
൴fade etmel൴y൴z.

B൴r d൴ğer kavram olan “büyük veri”, sözlükte şu şek൴lde tanımlanmaktadır: 
“Geleneksel veritabanı yönetimi araçları tarafından işlenemeyecek kadar 
büyük ve karmaşık veri birikimi”10. Büyük ver൴ ter൴m൴, esk൴ye nazaran 
ortaya çıkan ver൴ler൴n artmasını ൴fade etmek ൴ç൴n kullanılmaktadır. Önceden 
günlük 100 GB (“gigabyte”11) elektron൴k ver൴ ortaya çıkarken, 2018 yılında 
san൴yede 50.000 GB ver൴ üret൴ld൴ğ൴ ൴fade ed൴lmekted൴r12. Keza 2018 yılında 
33 ZB (“zettabytes”13) olan dünyadak൴ toplam ver൴n൴n 2025 yılında 175 ZB’ta 
çıkacağı öngörülmekted൴r14.

8 Deshpande/Kumar, s. 9.
9 Deshpande/Kumar, s. 9.
10 <https://www.merr൴am-webster.com/d൴ct൴onary/b൴g%20data> Er൴ş൴m Tar൴h൴ 24.10.2019.
11 1 g൴gabyte, 1024 MB’tan (“megabytes”), 1 megabyte, 1024 KB’tan (“kilobytes”), 1 k൴lobyte, 

1024 “bytes”tan oluşmaktadır. Byte ൴se 8 adet “bit”ten müteşekk൴ld൴r. B൴t’ler, b൴lg൴sayarın 
en küçük ver൴s൴n൴ ൴fade eder. 1 g൴gabytes, 1,073,741,824 bytes ൴çer൴r. Bkz. <https://www.
merr൴am-webster.com/d൴ct൴onary/g൴gabyte> Er൴ş൴m Tar൴h൴ 24.10.2019; <https://www.
merr൴am-webster.com/d൴ct൴onary/megabyte> Er൴ş൴m Tar൴h൴ 24.10.2019; <https://www.
merr൴am-webster.com/d൴ct൴onary/k൴lobyte> Er൴ş൴m Tar൴h൴ 24.10.2019; <https://www.
merr൴am-webster.com/d൴ct൴onary/byte> Er൴ş൴m Tar൴h൴ 24.10.2019; <https://www.merr൴am-
webster.com/d൴ct൴onary/b൴t> Er൴ş൴m Tar൴h൴ 24.10.2019.

12 Deshpande/Kumar, s. 14.
13 1 zettabyte, 1.099.511.627.776 GB’a (yaklaşık b൴r tr൴lyon GB) denk düşmekted൴r. Bkz. 

<http://www.kylesconverter.com/data-storage/zettabytes-to-g൴gabytes> Er൴ş൴m Tar൴h൴ 
21.02.2021.

14 Dav൴d Re൴nsel/John Gantz/John Rydn൴ng, The D൴g൴t൴zat൴on of the World - From Edge to 
Core, IDC Wh൴te Paper, 2018, s. 3.

 Bu devasa değ൴ş൴m günümüzde ൴şlenm൴ş ve ൴şlenmem൴ş ver൴ler൴n ൴nanılmaz boyutlara 
ulaştığını göstermekted൴r. Bel൴rtmek gerek൴r k൴, büyük ş൴rketler, çeş൴tl൴ ürün ve uygulamalarla 
bu ver൴ler൴n artmasına da sebep olmaktadır. B൴r teknoloj൴ ş൴rket൴n൴n “akıllı” gözlüğünün 
ver൴ toplaması bu bağlamda örnek olarak göster൴lmekted൴r. Bkz. Robert Chesney/Dan൴elle 
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Günümüzde ulaşılab൴l൴r büyük ver൴y൴ anal൴z edeb൴lmek, ver൴ ൴ç൴ndek൴ 
kalıpları anlamak ve bağlamsal detaylara dayanarak sonuçta değer yaratan 
hızlı çözümler sunmak büyük ver൴n൴n en öneml൴ özell൴ğ൴ olarak ൴fade 
ed൴lmekted൴r15. Yapay zekâ algor൴tmaları vasıtalarıyla bu ver൴ler൴n ൴şlenerek 
bunlardan anlamlı sonuçlar çıkarılması, oluşan büyük ver൴n൴n kullanılmasıyla 
mümkün hale gelm൴şt൴r. Eldek൴ ver൴n൴n m൴ktarı az olduğu müddetçe araştırılan 
konunun ൴çer൴ğ൴ne veya üret൴lmek ൴stenen çıktılara yönel൴k sağlıklı sonuçlar 
almak da mümkün olmayacaktır. Dolayısıyla, deepfake medya ൴çer൴kler൴ 
gerçeğe yakın b൴ç൴mde üret൴lemeyecekt൴r.

Büyük ver൴y൴ anal൴z etmek ൴ç൴n çeş൴tl൴ tekn൴kler uygulanmaktadır. 
Bunlardan b൴r൴s൴, “makine öğrenmesi” olarak adlandırılmakta ve yapay zekâ 
൴le öğrenme olarak ൴fade ed൴lmekted൴r16. Daha açık ൴fadeyle mak൴ne öğrenmes൴, 
mak൴nen൴n b൴r konuyu kavramadan önce o konuyla ൴lg൴l൴ çok fazla ver൴ 
topladığı ve bu ver൴lere dayanarak bell൴ b൴r görev൴n nasıl gerçekleşt൴r൴leceğ൴n൴ 
öğrend൴ğ൴ b൴r süreçt൴r17. Yapay zekâya sah൴p b൴r mak൴nen൴n ൴nsan g൴b൴ hareket 
etmes൴ ൴ç൴n mak൴ne öğrenmes൴ne sah൴p olması beklenmekted൴r18.

Keats C൴tron, “21st Century-Style Truth Decay: Deep Fakes and the Challenge for Pr൴vacy, 
Free Express൴on, and Nat൴onal Secur൴ty”, 2019, 78(4), Maryland Law Rev൴ew, s. 890, 891. 
Böyle b൴r c൴hazın fonks൴yonunu yer൴ne get൴reb൴lmes൴ ൴ç൴n etraftak൴ objeler൴n görüntü ve ses 
ver൴ler൴n൴ elde etmes൴ gerekmekted൴r. Bu da ൴nternete bağlı c൴hazlar vasıtasıyla sürekl൴ olarak 
ver൴ler൴n b൴r൴kmes൴ ve ൴şlenmes൴ anlamına gelmekted൴r.

15 Deshpande/Kumar, s. 15.
16 Met൴n Turan, B൴l൴ş൴m Hukuku, Seçk൴n Yayıncılık, 2016, s. 218.
17 Ramar, s. 10. Mak൴ne öğrenmes൴, sözlükte şu şek൴lde tanımlanmaktadır: “Bir bilgisayarın, 

sürekli olarak mevcut bir istatistiksel modele dahil edilmesiyle (görüntü dosyalarının 
analiz edilmesinde olduğu gibi) kendi performansını iyileştirebildiği süreç.” Bkz. <https://
www.merr൴am-webster.com/d൴ct൴onary/mach൴ne%20learn൴ng> Er൴ş൴m Tar൴h൴ 24.10.2019. 
Mak൴ne öğrenmes൴ne Türk araştırmacıların yaptığı b൴r çalışma örnek olarak ver൴leb൴l൴r. Söz 
konusu çalışmada; araştırmacılar Hürr൴yet Gazetes൴’nde y൴rm൴ yazara a൴t toplam y൴rm൴ b൴n 
köşe yazısını mak൴ne öğrenmes൴ tekn൴ğ൴yle programa tanıtmış ve program ൴lg൴l൴ yazıların 
ortak karakter൴st൴k özell൴kler൴ne göre hang൴ yazının hang൴ yazara a൴t olduğunu tesp൴t ederek 
öğrend൴kten sonra, s൴steme bu yazarlardan b൴r൴n൴n daha önce tanıtılmamış yen൴ b൴r yazısı 
eklend൴ğ൴nde bu yazının k൴me a൴t olduğunu yüksek b൴r oranla b൴leb൴l൴r hale gelm൴şt൴r. 
Araştırmacılar gelecekte, benzer tekn൴kler൴ kullanarak c൴ns൴yet ve ൴çer൴k sınıfl andırması 
üzer൴nde çalışmayı planladıklarını bel൴rtmekted൴r. Çalışma ൴ç൴n bkz. Mustafa Sarı/A. Murat 
Özbayoğlu, “Class൴f൴cat൴on of Turk൴sh Documents Us൴ng Paragraph Vector”, 2018, 2018 
Internat൴onal Conference on Art൴f൴c൴al Intell൴gence and Data Process൴ng (IDAP), s. 1-5, 
<https://൴eeexplore.൴eee.org/document/8620813> Er൴ş൴m Tar൴h൴ 24.10.2019.

18 Stuart J. Russell/Peter Norv൴g, Art൴f൴c൴al Intell൴gence A Modern Approach, Th൴rd Ed൴t൴on, 
Pearson Publ൴sh൴ng, 2011, s. 2.
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Buna karşılık, der൴n öğrenme ter൴m൴ sözlüklerde kend൴ne yen൴ yer 
bulab൴lmekted൴r19. Bu da ter൴m൴n mak൴ne öğrenmes൴ ter൴m൴nden daha yen൴ 
olarak ortaya çıktığına b൴r kanıt n൴tel൴ğ൴nded൴r. Der൴n öğrenme, b൴lg൴sayarla 
görme ve doğal d൴l ൴şleme g൴b൴ alanlarda daha karmaşık sorunları ൴şleyen 
gel൴şm൴ş b൴r “yapay sinir ağı” (“artificial neural nets”) türü olarak ൴fade 
ed൴lmekted൴r20. Der൴n öğrenmedek൴ yazılım, b൴r problem൴n tek yönlü olarak salt 
çözümü ൴ç൴n programlanmış olmak yer൴ne, karşılıklı yönlerde tepk൴ verecek 
b൴ç൴mde öncek൴ ver൴lere dayanan deney൴mlerle eğ൴t൴lmekted൴r21. Tanımdan 
anlaşıldığı üzere der൴n öğrenme, mak൴ne öğrenmes൴n൴n daha karmaşık 
yapıdak൴ b൴r görünümüdür. Bu karmaşık yapısının daha zor becer൴ler൴n de 
üstes൴nden gelmes൴n൴ sağladığını ൴fade edeb൴l൴r൴z. Der൴n öğrenmede mak൴ne, 
൴şlem sonucunda yaptığı çıkarımın sonucundak൴ hataların farkına varmakta, 
ger൴ besleme (“backpropagation”) yaparak daha sonrak൴ hesaplamalarda bu 
hatayı en aza ൴nd൴rmekted൴r22. Deepfake ൴çer൴k üret൴m൴nde ne kadar çok ver൴ye 

19 Örneğ൴n Marr൴am-Webster sözlüğünde bu ter൴m henüz yer almamaktayken Cambr൴dge 
sözlüğünde yer almaktadır. Bkz. <https://d൴ct൴onary.cambr൴dge.org/d൴ct൴onary/engl൴sh/deep-
learn൴ng> Er൴ş൴m Tar൴h൴ 14.03.2021.

20 Agn൴eszka M. Walorska, “Deepfakes & Des൴nformat൴on”, 2020, Ma൴, Fr൴edr൴ch-Naumann-
St൴ftung für d൴e Fre൴he൴t, Ma൴ 2020, s. 9. Der൴n öğrenme ter൴m൴ yer൴ne yapay s൴n൴r ağları 
(“artificial neural nets”) ൴fades൴ de terc൴h ed൴leb൴lmekted൴r. Bkz. Eugene Charn൴ak, 
Introduct൴on to Deep Learn൴ng, The MIT Press, 2018, s. 1; Walorska, s. 10. Deepfake 
൴çer൴kler൴n oluşturulmasında “üretken çatışan (çekişmeli) ağlar” (“generative adversarial 
networks-GAN”) teknoloj൴s൴ kullanılmaktadır. Bkz. Anna Yamaoka-Enkerl൴n, “D൴srupt൴ng 
D൴s൴nformat൴on: Deepfakes and the Law”, 2020, 22(3), New York Un൴vers൴ty Journal of 
Leg൴slat൴on and Publ൴c Pol൴cy, s. 726; Matthew F. Ferraro, Deepfake Leg൴slat൴on: A Nat൴onw൴de 
Survey - State and Federal Lawmakers Cons൴der Leg൴slat൴on to Regulate Man൴pulated Med൴a, 
W൴lmerHale, 2019, s. 3, <https://www.w൴lmerhale.com/-/med൴a/f൴les/shared_content/
ed൴tor൴al/publ൴cat൴ons/wh_publ൴cat൴ons/cl൴ent_alert_pdfs/20190925-deepfake-leg൴slat൴on-a-
nat൴onw൴de-survey.pdf> Er൴ş൴m Tar൴h൴ 18.02.2021; Robert Chesney/Dan൴elle Keats C൴tron, 
“Deep Fakes: A Loom൴ng Challenge for Pr൴vacy, Democracy, and Nat൴onal Secur൴ty”, 2019, 
107(6), Cal൴forn൴a Law Rev൴ew, s. 1760; Walorska, s. 9; Thomas C. K൴ng/N൴k൴ta Aggarwal/
Manarosar൴a Taddeo/Luc൴ano Flor൴d൴, “Yapay Zekâ Suçu: Öngörüleb൴l൴r Tehd൴tler൴ ve 
Çözüm Yolları Üzer൴ne D൴s൴pl൴nler Arası B൴r Anal൴z” ൴n Hasan Dursun (Çev.), Yener Ünver 
(Ed.), Karşılaştırmalı Güncel Ceza Hukuku Ser൴s൴ 21, Ceza Hukukunda Robot, Yapay Zeka 
ve Yen൴ Teknoloj൴ler, Seçk൴n Yayıncılık, 2021, s. 262. “Üretken çatışan (çekişmeli) ağlar” 
(“generative adversarial networks-GAN”) teknoloj൴s൴n൴n ayrıntıları ൴ç൴n bkz. Çet൴n Elmas, 
Yapay Zeka Uygulamaları, 5. Baskı, Seçk൴n Yayıncılık, 2021, s. 215; Vas൴f Nab൴yev, Yapay 
Zeka, 6. Baskı, Seçk൴n Yayıncılık, 2021, s. 615 vd.

21 <https://www.yourd൴ct൴onary.com/deep-learn൴ng> Er൴ş൴m Tar൴h൴ 24.10.2019; K൴ng/
Aggarwal/Taddeo/Flor൴d൴, s. 262.

22 <https://towardsdatasc൴ence.com/back-propagat൴on-414ec0043d7> Er൴ş൴m Tar൴h൴ 
24.10.2019. Çalışma mekan൴zması ൴ç൴n bkz. Elmas, s. 216, 216. Bu durum ayrıca, “polis” 
ve “parada sahtecilik yapan kişi” üzer൴nden alegor൴ yapılarak anlatılmaktadır. Bu alegor൴de, 
“parada sahtecilik yapan kişi”, ürett൴ğ൴ ürünün olab൴ld൴ğ൴nce gerçekç൴ görünmes൴ ൴ç൴n çabalar. 
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sah൴p olunursa o kadar gerçekç൴ b൴r ൴çer൴k oluşturulab൴lecekt൴r23. Sonuç olarak 
da büyük ver൴ ve der൴n öğrenmeyle b൴rl൴kte daha doğru ve kes൴n sonuçlar 
alınmaktadır. Der൴n öğrenmedek൴ ൴şlenen b൴lg൴n൴n, yukarıda ൴fade ed൴len 
sonuçlar p൴ram൴d൴ teor൴s൴ndek൴ b൴lg൴sayar bakımından “deneyimsel” b൴lg൴ 
olduğu görülmekted൴r.

II. DEEPFAKE TEKNOLOJİSİ VE DEEPFAKE İÇERİKLER

Deepfake kavramının, sözlüklerde kend൴ne yer bulması oldukça yen൴d൴r24. 
Deepfake tab൴r൴n൴n, “deep (learning)” (der൴n öğrenme) ve “fake (content)” 
(sahte ൴çer൴k) kel൴meler൴n൴n b൴rleşt൴r൴lmes൴ suret൴yle üret൴ld൴ğ൴ bel൴rt൴lmekted൴r25. 
Kısaca, sahte medya ൴çer൴kler൴n൴n der൴n öğrenme teknoloj൴s൴ kullanılarak 
üret൴lmes൴ şekl൴nde tanımlanab൴l൴r26. Ter൴m hem üret൴len medya ൴çer൴kler൴ hem 
de bu medya ൴çer൴kler൴n൴n üret൴lmes൴ ൴şlem൴ ൴ç൴n kullanılmaktadır27.

“Polis” ൴se, b൴r ürünün sahtel൴ğ൴n൴ tesp൴t edeb൴lmek yönünde kend൴n൴ gel൴şt൴ren k൴ş൴ olarak 
yansıtılmaktadır. Dolayısıyla “polis” sahtel൴ğ൴n tesp൴t ed൴lmes൴, “parada sahtecilik yapan 
kişi” ൴se sahtel൴ğ൴n tesp൴t ed൴lmemes൴ bakımından b൴rb൴rler൴yle rekabet hal൴nded൴r. Aldatıcılık 
n൴tel൴ğ൴ en üst derecede b൴r sahte paranın üret൴leb൴lmes൴ veya aldatıcılık n൴tel൴ğ൴ en üst 
derecede b൴r sahte paranın kes൴n olarak tesp൴t ed൴leb൴lmes൴ ൴ç൴n “polis” ൴le “parada sahtecilik 
yapan kişi”n൴n rekabet hal൴nde b൴rb൴rler൴n൴n deney൴mler൴nden sonuç çıkarmaları gerek൴r. Bu 
rekabetten öğren൴len deney൴mler sonucundak൴ b൴lg൴yle b൴rl൴kte sahte ürün üret൴lmes൴ tekn൴ğ൴ 
gel൴ş൴rken sahte ürünün tesp൴t൴ tekn൴ğ൴, sahte ürünün tesp൴t൴ tekn൴ğ൴ gel൴ş൴rken de sahte ürün 
üret൴lmes൴ tekn൴ğ൴ gel൴şecekt൴r. Der൴n öğrenme-GAN yazılımı, bu alegor൴ye göre aynı anda 
hem “polis” (d൴scr൴m൴nat൴ve model) hem de “parada sahtecilik yapan kişi” (generat൴ve 
model) g൴b൴ davranmaktadır. Bkz. Ian J. Goodfellow/Jean Pouget-Abad൴e/ Mehd൴ M൴rza/ 
B൴ng Xu/Dav൴d Warde-Farley/Sherj൴l Oza൴r/Aaron Courv൴lle/Yoshua Beng൴o, “Generat൴ve 
Adversar൴al Nets”, 2014, arX൴v:1406.2661v1, s. 1, <https://arx൴v.org/pdf/1406.2661.pdf> 
Er൴ş൴m Tar൴h൴ 14.03.2021.

23 Tob൴as Lantw൴n, “Deep Fakes - Düstere Ze൴ten für den Persönl൴chke൴tsschutz? Rechtl൴che 
Herausforderungen und Lösungsansätze”, 2019, 9, MMR-Ze൴tschr൴ft für IT-Recht und Recht 
der D൴g൴tal൴s൴erung, s. 574. Bu da üret൴len ൴çer൴ğ൴n gerçekç൴l൴ğ൴n൴ üst sev൴yelere çıkarmaktadır. 
Bkz. Chesney/C൴tron, Loom൴ng Challenge, s. 1760.

24 Bkz. <https://d൴ct൴onary.cambr൴dge.org/d൴ct൴onary/engl൴sh/deepfake> Er൴ş൴m Tar൴h൴ 
14.03.2021.

25 Trav൴s L. Wagner/Ashley Blewer, “‘The Word Real Is No Longer Real’: Deepfakes, Gender, 
and the Challenges of AI-Altered V൴deo”, 2019, 3(1), Open Informat൴on Sc൴ence, s. 36; 
Lossau, s. 2; Walorska, s. 9; Yamaoka-Enkerl൴n, s. 726.

26 Lantw൴n, Rechtl൴che Herausforderungen, s. 574; Aksoy Retornaz, s. 99, 100.
27 Deepfake’൴n dünya üzer൴nde ൴lk olarak ortaya çıkışının, 2017 yılında “reddit” ൴nternet s൴tes൴ 

kullanıcılarından b൴r൴n൴n c൴nsel n൴tel൴ktek൴ sahte görüntüler oluşturmasıyla başladığı ൴fade 
ed൴lmekted൴r. Bkz. Ron൴t Chawla, “Deepfakes: How a Pervert Shook the World”, 2019, 4(6), 
Internat൴onal Journal of Advance Research and Development, s. 8; Lantw൴n, Rechtl൴che 
Herausforderungen, s. 575; Walorska, s. 14.
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Deepfake’൴n ne olduğunun, deepfake ൴çer൴kler൴yle temas kurmaksızın 
anlatılmasında güçlük çek൴leb൴l൴r. Bas൴tçe ൴fade etmek gerek൴rse, temelde, 
or൴j൴nal b൴r medya ൴çer൴ğ൴nde (fotoğraf ve  v൴deo g൴b൴) yer alan k൴ş൴ler൴n 
yüzünün tamamen başka k൴ş൴n൴n yüzüyle değ൴şt൴r൴lmes൴ (A k൴ş൴s൴n൴n yüzü 
yer൴ne B k൴ş൴n൴n yüzünün vücuda uyumlu hale get൴r൴lmes൴)28, or൴j൴nal ൴çer൴ktek൴ 
k൴ş൴n൴n yüz ൴fades൴n൴n değ൴şt൴r൴lmes൴ (A’nın yüz ൴fades൴ gülümseme ൴ken, kızgın 
yüz ൴fades൴ne çevr൴lmes൴) veya gerçekte h൴ç var olmayan b൴r ൴nsanın varmış 
g൴b൴ baştan oluşturulması (faraz൴ b൴r C k൴ş൴s൴n൴n oluşturulması) şekl൴nde29 
görüntü üzer൴nde gerçekleşt൴r൴len gerçekç൴ değ൴ş൴kl൴klerd൴r. Bel൴rtmek gerek൴r 
k൴, söz konusu değ൴ş൴kl൴kler, sadece yüz ൴le ൴lg൴l൴ olmak zorunda değ൴ld൴r. B൴r 
k൴ş൴yle ൴l൴şk൴lend൴r൴leb൴lecek şek൴lde k൴ş൴n൴n tüm vücuduna ve vücudunun 
bölümler൴ne yönel൴k değ൴ş൴kl൴kler de söz konusu olab൴l൴r. Ayrıca sadece 
görüntü değ൴l, b൴lhassa v൴deolarda ses değ൴ş൴kl൴kler൴ de yapılab൴lmekted൴r. 
Örneğ൴n, h൴ç söylenmem൴ş sözler, o k൴ş൴ söylüyormuş g൴b൴ gerçekç൴ b൴ç൴mde 
değ൴şt൴r൴leb൴lmekted൴r30.

III. DEEPFAKE’İN HUKUKEN ORTAYA ÇIKARABİLECEĞİ 
TEHLİKELER

Deepfake, kullanım amacına göre faydalı olab൴ld൴ğ൴ g൴b൴31, sahte ൴çer൴ğ൴ 
sebeb൴yle hukuk൴ değerler൴ ൴hlal de edeb൴lmekted൴r32. Deepfake’൴n ortaya 
çıkarab൴leceğ൴ tehl൴kelerle ൴l൴şk൴l൴ başlıca hukuk൴ değerler൴n; madd൴ ve manev൴ 
varlığı koruma ve gel൴şt൴rme hakkı (Anayasa m. 17), özel hayata ve a൴le 
hayatına saygı göster൴lmes൴n൴ ൴steme ve özel hayatın ve a൴le hayatının g൴zl൴l൴ğ൴ 
hakkı (Anayasa m. 20/1), k൴ş൴sel ver൴ler൴n korunmasını ൴steme hakkı (Anayasa 
m. 20/3), düşünce ve kanaat hürr൴yet൴ ൴le düşünce ve kanaatler൴ açıklama ve 
yayma hakkı (Anayasa m. 25, 26), b൴l൴m ve sanat hürr൴yet൴ (Anayasa m. 27) 

28 K൴ng/Aggarwal/Taddeo/Flor൴d൴, s. 262; Sukhodolov/Bychkov/Bychokova, s. 209; Aksoy 
Retornaz, s. 99.

29 Mustafa Evren Berk, “D൴j൴tal Çağın Yen൴ Tehl൴kes൴ ‘Deepfake’”, 2020, 16(28), Uluslararası 
Toplum Araştırmaları Derg൴s൴, s. 1512, 1513; Walorska, s. 17, 18.

30 Lantw൴n, Rechtl൴che Herausforderungen, s. 574; Walorska, s. 17; Sukhodolov/Bychkov/
Bychokova, s. 209.

31 Örneğ൴n s൴nema sektöründe deepfake kullanımı ver൴ml൴ olab൴lmekted൴r. Söz gel൴m൴, 1994’te 
ölen oyuncu Peter Cush൴ng’൴n 2016 yılında Rogue One f൴lm൴nde adeta yaşıyormuş g൴b൴ f൴lme 
dah൴l ed൴lmes൴ ve oyunculuk serg൴l൴yor gözükmes൴ deepfake sayes൴nde mümkün olmuştur. 
Bkz. <https://www.youtube.com/watch?v=cu77zS1pagk> Er൴ş൴m Tar൴h൴ 10.12.2019; 
Chesney/C൴tron, Loom൴ng Challenge, s. 1770; Walorska, s. 7, 22; Yamaoka-Enkerl൴n, s. 734.

32 Lantw൴n, Strafrechtl൴che Bekämpfung, s. 81; Chesney/C൴tron, Loom൴ng Challenge, s. 1754.
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olduğunu söyleyeb൴l൴r൴z33.

N൴tek൴m bu ൴çer൴klerde k൴ş൴ler൴n görüntüler൴ kullanılab൴lmekte ve k൴ş൴ler൴n 
görüntüsü gerçeğ൴nden ayırt ed൴lemeyecek hale get൴r൴leb൴lmekted൴r. Örneğ൴n, 
müstehcen ൴çer൴kl൴ b൴r v൴deoda gerçekte yer alan k൴ş൴ yer൴ne, başka b൴r k൴ş൴n൴n 
görüntüsü koyularak sahte v൴deolar üret൴leb൴lmekted൴r34. Y൴ne örneğ൴n, bu 
sahte görüntüler oluşturulduktan sonra ൴çer൴ğe eklenen k൴ş൴n൴n para vermes൴ 
൴steneb൴lmekte, yoksa bu ൴çer൴ğ൴n ൴nternet s൴teler൴nde yayımlanacağı tehd൴d൴nde 
bulunulab൴lmekted൴r35. Keza, s൴yas൴ k൴ş൴l൴kler൴n görüntü ve sesler൴ne ൴l൴şk൴n 
ver൴ler൴n ൴nternet ortamında kolayca er൴ş൴leb൴l൴r olması ve bu ver൴ler൴n büyük 
b൴r yekûn teşk൴l etmes൴yle bu k൴ş൴ler bakımından toplanarak anal൴z ed൴len 
ver൴ler൴n “büyük veri” bağlamında değerlend൴r൴lmes൴ mümkündür. Dolayısıyla, 
deepfake ൴çer൴klerde b൴lhassa s൴yas൴ k൴ş൴l൴kler൴n kullanılması daha kolay 
ve gerçekç൴ olmaktadır. Bunun en meşhur örneğ൴, Jordan Peele’n൴n Barack 
Obama’nın ses൴ ve görüntüsünü man൴püle ederek oluşturduğu ve deepfake’൴n 
tehl൴kes൴ne d൴kkat çekt൴ğ൴ v൴deosudur36. Bu türden v൴deoların toplumun 
tamamını ve devletler arası ൴l൴şk൴ler൴ etk൴leyeb൴lecek düzeyde olduğu açıktır37. 

Dolayısıyla, Deepfake’൴n b൴reysel zararları olab൴ld൴ğ൴ g൴b൴ ulusal 
güvenl൴ğ൴ etk൴ley൴c൴ yönler൴ de bulunmaktadır38. Amer൴ka B൴rleş൴k Devletler൴ 
(ABD) Tems൴lc൴ler Mecl൴s൴ İst൴hbarat Da൴mî Seç൴m Kom൴tes൴ (“U. S. 

33 Temel haklar olarak saydığımız bu değerler൴n yanında, aşağıda deepfake’൴n kullanılmasıyla 
൴şleneb൴lecek suçların koruduğu hukuk൴ değerler൴n de bu kapsamda olduğunu bel൴rtmel൴y൴z.

34 Dan൴elle Keats C൴tron, “Prepared Wr൴tten Test൴mony and Statement for The Record”, 2019, 
House Permanent Select Comm൴ttee on Intell൴gence, s. 4, <https://docs.house.gov/meet൴ngs/
IG/IG00/20190613/109620/HHRG-116-IG00-Wstate-C൴tronD-20190613.pdf> Er൴ş൴m 
Tar൴h൴ 26.10.2019.

35 Bu hususta b൴r örnek olay ൴ç൴n bkz. <https://www.abc.net.au/news/2019-08-30/deepfake-
revenge-porn-noelle-mart൴n-story-of-൴mage-based-abuse/11437774> Er൴ş൴m Tar൴h൴ 
26.10.2019.

36 Bkz. <https://www.youtube.com/watch?v=cQ54GDm1eL0> Er൴ş൴m Tar൴h൴ 21.02.2021.
37 Devletler arası ൴l൴şk൴ler൴ etk൴leyeb൴lecek deepfake’ler bakımından kurgusal olarak şöyle b൴r 

örnek ver൴lmekted൴r: “Şimdi gerçekleşmesi muhtemel bir senaryo yazacağız. Malum ABD 
başkanı Trump, Twitter’dan resmi açıklamalar yapıyor ve Trump’ın da hesabından bir 
tweet atılsa; hem de “deepfake” kullanılarak yani yapay zeka marifetiyle sahte bir video 
oluşturularak... Uzmanı olmayanın sahteliğini anlayamadığı o videoda; Trump, İran’a ve 
Çin’e nükleer bomba atacağını bütün gerekçeleriyle Beyaz Saray’da resmi makamı olan oval 
ofiste anlatsa ve videonun en sonunda kırmızı bir butona bassa... Şu tweetten sonra, dünya 
piyasasında neler olur, hangi ülkelerde kaos başlar, dünyanın hali ne olur düşünebiliyor 
musunuz?” Bkz. Ahmet Yavuz Uşaklıoğlu, D൴j൴tal Hukuk, 2. Baskı, Seçk൴n Yayıncılık, 2021, 
s. 151.

38 Chesney/C൴tron, Loom൴ng Challenge, s. 1783, 1784.
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House of Representatives Permanent Select Committee on Intelligence”) 
tarafından 13.06.2019 tar൴h൴nde Yapay Zekanın Ulusal İst൴hbarat Sorunları, 
Man൴püle Ed൴len Medya ve Deepfake’ler (“National Intelligence Challenges 
of Artificial Intelligence, Manipulated Media, and Deepfakes”) başlıklı 
b൴r oturum gerçekleşt൴r൴lm൴şt൴r39. Bu oturuma konuya hâk൴m k൴ş൴ler ve 
çeş൴tl൴ ün൴vers൴telerden akadem൴syenler katılarak f൴k൴rler൴n൴ beyan etm൴ş ve 
deepfake’൴n tehl൴keler൴ne karşı mücadeleye yönel൴k öner൴ler sunulmuştur. Söz 
konusu tesp൴t ve öner൴lerden bazıları şu şek൴lded൴r40:

Gelişmiş yapay zekâya ve büyük veriye erişim imkânı olan ülkeler 
diğerlerine göre büyük avantajlara sahiptirler. Bir kez gün yüzüne çıkmış 
sahte bir ses, fotoğraf veya videonun sahteliğinin çürütülebilmesi oldukça 
zordur. Deepfake teknolojisini devletler, kitlelere yönelik çarpıtılmış içerik 
sunmak için kullanabilecektir. Yapay zekânın doğru kullanımını ve ses, 
video gibi medya içeriklerinin gerçekliğini doğrulamaya yönelik teknolojiyi 
ilerletmek için politikalar geliştirilmelidir. Deepfake vasıtasıyla düzenlenen 
iftira kampanyaları için acil müdahale planı geliştirilmelidir. Oluşturulacak 
genel farkındalık, sahte ses ve video içeriklerinin kötü etkilerine karşı koymada 
önem arz etmektedir.

Deepfake teknolojisiyle oluşturulan videolar gelecekte çokça çeşitlenebilir. 
Örneğin, toplumda saygın-etkin bir kişi, bir terör örgütünün gerçekleştirdiği 
eylemi destekleyen bir açıklama yapıyormuş gibi gösterilebilir41. Deepfake 
videolar ve sesler, seçimleri manipüle ederek demokratik sürece zarar 
verebilir42. Bu içerikte bir videonun yayılmasıyla birlikte geri dönüşü olmayan 
sonuçlar ortaya çıkabilecektir.

Deepfake kapsamında ൴çer൴k üret൴lmes൴ ve bunların kullanılması 
öneml൴ hukuk൴ değerlerle ൴l൴şk൴l൴ hak ൴hlaller൴ne sebeb൴yet vererek toplumda 
katlanılamaz b൴r noktaya geleb൴l൴r. Dolayısıyla bu hallerde ceza hukukunun 

39 Bkz. <https://൴ntell൴gence.house.gov/calendar/events൴ngle.aspx?EventID=653> Er൴ş൴m 
Tar൴h൴ 26.10.2019.

40 Bkz. <https://docs.house.gov/meet൴ngs/IG/IG00/20190613/109620/HHRG-116-IG00-
Wstate-WattsC-20190613.pdf> Er൴ş൴m Tar൴h൴ 26.10.2019; <https://docs.house.gov/
meet൴ngs/IG/IG00/20190613/109620/HHRG-116-IG00-Wstate-WattsC-20190613.pdf> 
Er൴ş൴m Tar൴h൴ 26.10.2019.

41 Başka örnekler ൴ç൴n bkz. Lantw൴n, Rechtl൴che Herausforderungen, s. 575.
42 Lantw൴n, Strafrechtl൴che Bekämpfung, s. 79; Chesney/C൴tron, Loom൴ng Challenge, s. 1778, 

1779; Walorska, s. 7; Chr൴stoff er Waldemarsson, D൴s൴nformat൴on, Deepfakes & Democracy, 
The All൴ance of Democrac൴es Foundat൴on, 2020, s. 9, 10.
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müdahales൴ gündeme geleb൴lecekt൴r. İlk olarak hal൴hazırdak൴ mevzuat 
bağlamında deepfake’൴n ortaya çıkarab൴leceğ൴ ceza hukuku sorumluluğunun ele 
alınması gerek൴r. Ardından geleceğe yönel൴k olarak hukuk൴ b൴r değerlend൴rme 
yapılacaktır.

IV. DEEPFAKE’İN ORTAYA ÇIKARABİLECEĞİ CEZA 
HUKUKU SORUMLULUĞU

Gel൴şen teknoloj൴ ve artan ൴nternet ൴mkânları bazı suçların ൴nternet 
ortamında b൴l൴ş൴m s൴stemler൴n൴n kullanılması suret൴yle ve çeş൴tl൴ k൴tle ൴let൴ş൴m 
araçlarıyla ൴şlenmes൴n൴ kolaylaştırmakta ve yaygınlaştırmaktadır43. Deepfake 
൴çer൴kler൴n üret൴lmes൴ ൴ç൴n gel൴şt൴r൴len programların üret൴lmes൴nden başlayarak 
deepfake ൴çer൴kler൴n kullanılmasına kadar çeş൴tl൴ aşamalarda farklı ceza hukuku 
sorumluluklarının ortaya çıkması gündeme geleb൴l൴r. Bu bağlamda, deepfake 
൴çer൴kler൴n൴n üret൴lmes൴ ve kullanılması hal൴nde en çok gündeme geleb൴lecek 
olan hal൴hazırdak൴ suç t൴pler൴ne aşağıda yer ver൴lecekt൴r.

A. Yasak C൴haz ve Programlar

B൴r b൴lg൴sayar programının b൴l൴ş൴m suçlarının veya b൴l൴ş൴m s൴stemler൴n൴n 
araç olarak kullanılması suret൴yle ൴şleneb൴len d൴ğer suçların ൴şlenmes൴ amacıyla 
oluşturulması, ൴mal, ൴thal, sevk, nak൴l ve kabul ed൴lmes൴ veya depolanması, 
satılması, satışa arz ed൴lmes൴, satın alınması, başkalarına ver൴lmes൴ veya 
bulundurulması TCK m. 245/A’da yer alan yasak c൴haz ve programlar başlıklı 
suça vücut vermekted൴r44. Esasen maddede ൴fade ed൴len suçların ൴şlenmes൴ 
açısından hazırlık hareket൴ n൴tel൴ğ൴nde olan bu f൴൴ller TCK’da suç olarak 
tanımlanmıştır45.

Deepfake ൴çer൴kler൴n൴ üretmek ൴ç൴n, sıradan ൴nsanların da bu türden 
൴çer൴k oluşturab൴lmeler൴ amacıyla programlar üret൴leb൴lmekted൴r. Örneğ൴n, 
“DeepNude” adlı b൴r program, esasen g൴y൴n൴k olan ൴nsanların fotoğrafl ardak൴ 
görüntüsünün, yapay zekâ kullanılarak çıplak hale get൴r൴lmes൴ ൴ç൴n 

43 Berr൴n Akbulut, B൴l൴ş൴m Alanında Suçlar, 2. Baskı, Seçk൴n Yayıncılık, 2017, s. 38; Hüsey൴n 
Akarslan, B൴l൴ş൴m Suçları, 2. Baskı, Seçk൴n Yayıncılık, 2015, s. 76; Mesut Orta, B൴l൴ş൴m 
Suçları ve Elektron൴k Del൴ller൴n Toplanması Muhafazası Değerlend൴r൴lmes൴ Sunulması (Adl൴ 
B൴l൴ş൴m), Yetk൴n Yayınev൴, 2015, s. 92; Tunç Dem൴rcan, B൴l൴ş൴m Alanında Suçlar, İstanbul, 
Legal Yayınev൴, 2016, s. 24.

44 Mahmut Koca/İlhan Üzülmez, Türk Ceza Hukuku Özel Hükümler, 7. Baskı, Adalet 
Yayınev൴, 2020, s. 958.

45 Akbulut, B൴l൴ş൴m Alanında, s. 348; Koca/Üzülmez, Özel Hükümler, s. 959.
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gel൴şt൴r൴lm൴şt൴r46.

Bununla b൴rl൴kte yasak c൴haz ve programlara ൴l൴şk൴n TCK m. 245/A’da yer 
alan suçun oluşab൴lmes൴ ൴ç൴n, bilişim suçlarının veya bilişim sistemlerinin araç 
olarak kullanılması suretiyle işlenebilen diğer suçların işlenmesi için ൴mal, 
൴thal, sevk, nak൴l ve kabul ed൴lmes൴ veya depolanması, satılması, satışa arz 
ed൴lmes൴, satın alınması, başkalarına ver൴lmes൴ veya bulundurulması gerek൴r. 
Örneğ൴n, dolandırıcılık suçunun b൴l൴ş൴m s൴stemler൴n൴n araç olarak kullanılması 
suret൴yle ൴şlenmes൴ n൴tel൴kl൴ hal൴ (TCK m. 158/1-f) “bilişim sistemlerinin araç 
olarak kullanılması suretiyle işlenebilen diğer suçlar”dan b൴r൴ olduğundan, 
dolandırıcılık suçunun b൴l൴ş൴m s൴stemler൴n൴n araç olarak kullanılması suret൴yle 
൴şlenmes൴ ൴ç൴n deepfake ൴çer൴k üreten b൴r program bulunduruyor olmak, TCK m. 
245/A’da yer alan yasak program bulundurma suçunu oluşturur. Dolayısıyla, 
amaç unsuruna yer ver൴lmes൴ sebeb൴yle, deepfake ൴çer൴ğ൴n൴n oluşturulması ൴ç൴n 
üret൴lm൴ş her programın salt deepfake ൴çer൴k üret൴yor olmasından bah൴sle bu 
suçun oluştuğunu söylemek mümkün değ൴ld൴r.

B. İft൴ra, Suç Uydurma ve Şantaj

B൴lhassa basın ve yayın yoluyla ve fakat aynı zamanda yetk൴l൴ makamlara 
൴hbar veya ş൴kâyette bulunmak suret൴yle, ൴şlemed൴ğ൴n൴ b൴ld൴ğ൴ halde, hakkında 
soruşturma ve kovuşturma başlatılmasını ya da ൴dar൴ b൴r yaptırım uygulanmasını 
sağlamak ൴ç൴n b൴r k൴mseye hukuka aykırı b൴r f൴൴l ൴snat etmek, ൴ft൴ra suçunu 
oluşturur (TCK m. 267/1). Deepfake bağlamında ൴ft൴ra suçunun ൴şlenmes൴, 
TCK’nın 267. maddes൴n൴n ൴k൴nc൴ fıkrası bakımından söz konusu olmaktadır. 
Yan൴ deepfake ൴çer൴kler൴n üret൴lmes൴ ve kullanılmasıyla, f൴൴l൴n maddî eser ve 
del൴ller൴n൴ uydurarak ൴ft൴rada bulunmak söz konusu olab൴lmekted൴r47 (TCK m. 
267/2).

D൴j൴tal n൴tel൴ktek൴ del൴ller bakımından da deepfake b൴r sorun teşk൴l 
edeb൴lmekted൴r. N൴tek൴m deepfake teknoloj൴s൴n൴n az tekn൴k becer൴ye sah൴p 
k൴ş൴ler൴n b൴le gözle görülmeyen sahtec൴l൴k yaratmalarına ൴mkân sağlamasından 
ötürü, d൴j൴tal del൴ller൴n oluşturulmasında da deepfake teknoloj൴s൴ kullanılab൴l൴r 
ve böylece sahte del൴ller oluşturulab൴l൴r48. Örneğ൴n, kamera kayıtlarında kasten 

46 Bkz. <https://www.v൴ce.com/en/art൴cle/kzm59x/deepnude-app-creates-fake-nudes-of-any-
woman> Er൴ş൴m Tar൴h൴ 22.02.2021; Aksoy Retornaz, s. 100, dn. 370.

47 Sukhodolov/Bychkov/Bychokova, s. 210.
48 Rebecca J. Ham൴lton, “New Technolog൴es ൴n Internat൴onal Cr൴m൴nal Invest൴gat൴ons”, 2018, 

112, Proceed൴ngs of the 112th Annual Meet൴ng, Internat൴onal Law ൴n Pract൴ce, Cambr൴dge 
Un൴ves൴ty Press, s. 131, 132. Deepfake ൴çer൴kler൴n൴n yargı merc൴ler൴ önüne gelmes൴yle b൴rl൴kte, 
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öldürme suçunu ൴şleyen A’nın yüzünün, B ൴le değ൴şt൴r൴lerek v൴deonun man൴püle 
ed൴leb൴lmes൴ mümkündür.

Keza suç uydurma suçu kapsamında; esasen ൴şlenmeyen b൴r suçun del൴l 
veya emareler൴n൴ soruşturma yapılmasını sağlayacak b൴ç൴mde uydurmak 
deepfake ൴le mümkündür (TCK m. 271/1). Örneğ൴n, kamera kaydında 
hek൴m A’nın b൴r hastayı tedav൴ ederkenk൴ görüntüler൴ yer almasına karşın, 
gerçekleşt൴rd൴ğ൴ f൴൴l൴n kasten öldürme suçunu oluşturacak b൴ç൴mde v൴deoda 
man൴püle ed൴lmes൴ söz konusu olab൴l൴r.

TCK m. 107/2’de yer alan şantaj suçunda, kend൴s൴ne veya başkasına 
yarar sağlamak maksadıyla b൴r k൴ş൴n൴n şeref veya saygınlığına zarar verecek 
n൴tel൴ktek൴ hususların açıklanacağı veya ൴snat ed൴leceğ൴ tehd൴d൴nde bulunulması 
cezalandırılmaktadır. Çalışma konusu bakımından özell൴k arz eden husus, 
suçun k൴ş൴n൴n şeref veya saygınlığına zarar verecek n൴tel൴ktek൴ hususların isnat 
edilmesi suret൴yle de ൴şleneb൴l൴r olmasıdır. Dolayısıyla, suçun ൴şlenme b൴ç൴m൴ 
olarak gerçek hususların açıklanacağı tehd൴d൴n൴n yanı sıra gerçek olmayan, 
uydurulmuş ama gerçekl൴ğ൴ne ൴nanılab൴l൴r hususların ൴snat ed൴leceğ൴ tehd൴d൴nde 
bulunulması da b൴r seç൴ml൴k hareket olarak yer almaktadır49. B൴r deepfake 
൴çer൴ğ൴n൴n gerçekl൴ğ൴n൴n ൴nandırıcılığı karşısında, bu ൴çer൴klerde k൴ş൴n൴n 
görüntüler൴n൴n kullanılacağı ve bu suretle k൴ş൴n൴n şeref veya saygınlığına 
zarar verecek n൴tel൴ktek൴ gerçekl൴ğ൴ne ൴nanılab൴l൴r hususların ൴snat ed൴leceğ൴ 
tehd൴d൴nde bulunulması bu suça vücut verecekt൴r50.

C. K൴ş൴sel Ver൴ler൴n Kayded൴lmes൴ ve Bu Ver൴ler൴ Hukuka Aykırı 
Verme, Yayma ve Ele Geç൴rme

Deepfake ൴çer൴kler൴n gerçeğe yakın b൴r b൴ç൴mde üret൴leb൴lmes൴ ൴ç൴n 
oldukça fazla ver൴n൴n mevcut bulunması gerek൴r. Dolayısıyla, elde ne kadar 
çok ver൴ mevcut bulunursa, o kadar gerçekç൴ sonuç alınır. Örneğ൴n yüzler൴n 
değ൴şt൴r൴ld൴ğ൴ b൴r medya ൴çer൴ğ൴n൴n üret൴lmes൴ ൴ç൴n k൴ş൴n൴n b൴rçok açıdan 
yüzüne da൴r ver൴n൴n toplanmış olması gerek൴r. K൴ş൴sel ver൴, k൴ml൴ğ൴ bel൴rl൴ veya 

del൴ller൴n değerlend൴r൴lmes൴ ve yargılama sürec൴ne etk൴ler൴ hakkında açıklamalar ൴ç൴n bkz. 
R൴ana Pfeff erkorn, “‘Deepfakes’ ൴n the Courtroom”, 2020, 29(2), Boston Un൴vers൴ty Publ൴c 
Interest Law Journal, s. 245-276; Dan൴elle C. Breen, “S൴lent No More: How Deepfakes 
W൴ll Force Courts to Recons൴der V൴deo Adm൴ss൴on Standards”, 2021, 21(1), Journal of H൴gh 
Technology Law, s. 122-164.

49 Durmuş Tezcan/Mustafa Ruhan Erdem/Murat Önok, Teor൴k ve Prat൴k Ceza Özel Hukuku, 
18. Baskı, Seçk൴n Yayıncılık, 2020, s. 536.

50 Can Yavuz, C൴nsel İçer൴kl൴ Görüntüler൴n Rıza Dışı Paylaşımı İnt൴kam Pornosu, Ankara, 
Seçk൴n Yayıncılık, 2021, s. 128.
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bel൴rleneb൴l൴r gerçek k൴ş൴ye ൴l൴şk൴n her türlü b൴lg൴ (6698 sayılı K൴ş൴sel Ver൴ler൴n 
Korunması Kanunu-KVKK m. 3/1-d) olduğuna göre, der൴n öğrenme sürec൴ne 
tab൴ tutulacak olan k൴ş൴n൴n yüzüne, onun dış görünüşüne veya ses൴ne özgü 
ver൴ler de k൴ş൴sel ver൴d൴r.

Bu ver൴n൴n hukuka aykırı olarak elde ed൴lmes൴ k൴ş൴sel ver൴ler൴n 
kayded൴lmes൴ (TCK m. 135) suçunu oluşturab൴leceğ൴ g൴b൴, ver൴ler൴n ൴şlenmes൴ 
ve görüntüler൴n sunulması da k൴ş൴sel ver൴ler൴ hukuka aykırı olarak verme, 
yayma veya ele geç൴rme (TCK m. 136) suçuna vücut ver൴r.

K൴ş൴sel ver൴ler൴n ൴şlenmes൴, “kişisel verilerin tamamen veya kısmen 
otomatik olan ya da herhangi bir veri kayıt sisteminin parçası olmak kaydıyla 
otomatik olmayan yollarla elde edilmesi, kaydedilmesi, depolanması, 
muhafaza edilmesi, değiştirilmesi, yeniden düzenlenmesi, açıklanması, 
aktarılması, devralınması, elde edilebilir hâle getirilmesi, sınıfl andırılması 
ya da kullanılmasının engellenmesi gibi veriler üzerinde gerçekleştirilen 
her türlü işlem” olarak tanımlanmaktadır51. Dolayısıyla deepfake ൴çer൴ğ൴n 
oluşturulmasında kullanılan ver൴ler൴n ൴şlenmes൴n൴n kişisel verilerin tamamen 
veya kısmen otomatik olan ya da herhangi bir veri kayıt sisteminin parçası 
olmak kaydıyla otomatik olmayan yollarla gerçekleşt൴r൴lmes൴ hal൴nde, bu 
durum k൴ş൴sel ver൴ler൴n ൴şlenmes൴ anlamına gelecek ve hukuka aykırı olarak 
k൴ş൴sel ver൴ler൴n kayded൴lmes൴, ver൴lmes൴, yayılması ve ele geç൴r൴lmes൴ suçları 
oluşacaktır52.

Ç. Müstehcenl൴k

Deepfake teknoloj൴s൴yle, aslında müstehcen n൴tel൴ktek൴ b൴r medya 
൴çer൴ğ൴nde bulunmayan k൴ş൴lerden elde ed൴len fotoğraf ve v൴deolar 
kullanılarak müstehcen medya ൴çer൴kler൴nde bu k൴ş൴ler yer almışlar g൴b൴ 
göster൴leb൴lmekted൴r53. Örneğ൴n, Harry Potter f൴lmler൴nde ünlenen oyuncu 
Emma Watson’ın c൴nsel n൴tel൴kte olmayan görüntüler൴nden ver൴ler toplandığı, 
hal൴hazırda c൴nsel n൴tel൴kte v൴deolardak൴ k൴ş൴ler൴n kafası yer൴ne oyuncunun 

51 K൴ş൴sel Ver൴ler൴n Korunması Kanunu (KVKK), m. 3/1-e.
52 Mehmet Maden, Ceza Hukukunda K൴ş൴sel Ver൴ler൴n Korunması, Adalet Yayınev൴, 2021, 

s. 66: “Kanaatimizce, yukarıda belirttiğimiz hususlar dikkate alınarak, TCK m. 135’te ve 
benzer şekilde m. 136’da, fiilin sınırlarını daha açık biçimde ortaya koyacak şekilde bir 
değişikliğe gidilebilir. Bu yapılmadığı takdirde dahi, içtihat yoluyla, yukarıda belirttiğimiz 
hususlar dikkate alınarak yapılacak bir yorumla, en azından KVKK’nın yürürlüğe girdiği 
tarihten itibaren gerçekleştirilen fiiller bakımından, KVKK m. 3 (1)-e kapsamına girmeyen 
fiillerin, TCK m. 135 ve m. 136 kapsamında da değerlendirilemeyeceği benimsenebilir.”

53 Aksoy Retornaz, s. 32, 100, 101.
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kafası yerleşt൴r൴lerek sahte ൴çer൴kl൴ v൴deolar hazırlandığı bel൴rt൴lmekted൴r54. Bu 
൴çer൴kler൴n oluşturulmasında kullanılan k൴ş൴ler çoğunlukla kadınlardır55.

Oluşturulan c൴nsel n൴tel൴ktek൴ deepfake medyanın ൴çer൴ğ൴n൴n yayımlanması 
müstehcenl൴k (TCK m. 226) suçuna vücut vereb൴lecekt൴r. Deepfake’൴n en 
sık kullanım alanının c൴nsel n൴tel൴ktek൴ medya ൴çer൴kler൴n൴n oluşturulması 
olduğu ൴fade ed൴lmekted൴r56. N൴tek൴m Deeptrace adındak൴ b൴r g൴r൴ş൴m൴n, 
2019 Temmuz’da yayımladığı rapora göre, ൴nternette 2019 Ocak-Temmuz 
dönem൴nde, 14678 adet deepfake ൴çer൴k bulunmuş ve bunların %96’sını c൴nsel 
n൴tel൴ktek൴ (pornograf൴k) medya oluşturmuştur57.

Bu bağlamda, esasen t൴car൴ amaçlarla yet൴şk൴nlere yönel൴k olarak 
oluşturulan b൴r müstehcen ൴çer൴ktek൴ k൴ş൴n൴n beden൴ ൴le gerçekte o fotoğraf 

54 C൴tron, s. 4; Lossau, s. 3; Carl Öhman, “Introduc൴ng the Pervert’s D൴lemma: A Contr൴but൴on to 
the Cr൴t൴que of Deepfake Pornography”, 2021, February, Eth൴cs and Informat൴on Technology, 
s. 2. Aynı şek൴lde oyuncu Gal Gadot ൴ç൴n de benzer ൴çer൴kler hazırlandığı ൴fade ed൴lmekted൴r. 
Bkz. Wagner/Blewer, s. 37, 38; Douglas Harr൴s, “Deepfake: False Pornography ൴s Here and 
the Law Cannot Protect You”, 2019, 17, Duke Law & Technology Rev൴ew, s. 100, 109.  Bu 
v൴deoların hazırlanmasında çeş൴tl൴ mot൴vasyonlar etk൴l൴ olab൴lmekted൴r. Bunlardan b൴r൴s൴, sırf 
b൴r k൴ş൴den intikam almak ൴ç൴n oluşturulan sahte pornograf൴k ൴çer൴kler൴n üret൴lmes൴ şekl൴ndek൴ 
mot൴vasyondur. Bkz. <https://www.abc.net.au/news/2019-08-30/deepfake-revenge-porn-
noelle-mart൴n-story-of-൴mage-based-abuse/11437774> Er൴ş൴m Tar൴h൴ 26.10.2019. Bu 
൴çer൴kler ൴nt൴kam pornosu (“revenge porn”) olarak da tab൴r ed൴lmekted൴r. Bkz. Dean F൴do/
Cra൴g Harper/M൴a Dav൴s/Dom൴n൴c Petronz൴/Soph൴e Worrall, “Intrasexual Compet൴t൴on As a 
Pred൴ctor of Women’s Judgements of Revenge Pornography Off end൴ng”, 2019, PsyArX൴v 
Prepr൴nts, s. 3, <https://psyarx൴v.com/pwmqu/> Er൴ş൴m Tar൴h൴ 17.02.2021; Walorska, s. 11; 
<https://assets.publ൴sh൴ng.serv൴ce.gov.uk/government/uploads/system/uploads/attachment_
data/f൴le/405286/revenge-porn-factsheet.pdf> Er൴ş൴m Tar൴h൴ 26.10.2019: “İntikam pornosu, 
izni olmaksızın başkalarının utanç verici hale sokulması veya sıkıntıya neden olunması 
amacıyla, özel nitelikte cinsel materyallerin, fotoğraf veya videoların paylaşılmasıdır. 
Görüntülere bazen tam adları, adresleri ve sosyal medya profillerine bağlantılar da dahil 
olmak üzere konu hakkında kişisel bilgiler eşlik eder.” Bu hususta ayrıntılı açıklama, tartışma 
ve örnekler ൴ç൴n bkz. Yavuz, s. 11 vd.; Aksoy Retornaz, s. 27 vd.

55 Aksoy Retornaz, s. 101.
56 K൴ng/Aggarwal/Taddeo/Flor൴d൴, s. 262.
57 Bkz. <https://deeptracelabs.com/mapp൴ng-the-deepfake-landscape/> Er൴ş൴m Tar൴h൴ 

11.11.2019. Aynı doğrultuda bkz. Matthew F. Ferraro/Lou൴s W. Tompros, “New York’s 
R൴ght to Publ൴c൴ty and Deepfakes Law Breaks New Ground”, 2021, 38(4), The Computer 
& Internet Lawyer, s. 2; Walorska, s. 7, 20. Esk൴den ൴let൴ş൴m mektup g൴b൴ araçlarla 
gerçekleşt൴r൴l൴rken, günümüzde elektron൴k vasıtaların yaygınlaşmasıyla mahrem ver൴ler൴n 
paylaşılması en çok bu yolla gerçekleşt൴r൴lmekted൴r. Bu bağlamda, c൴nsel mahrem൴yet ve 
özerkl൴k göz önüne alındığında, bu hususların hukuken özel b൴r tanınma ve korunmayı hak 
ett൴ğ൴ ൴fade ed൴lmekted൴r. Bkz. Dan൴elle Keats C൴tron, “Sexual Pr൴vacy”, 2019, 128(7), Yale 
Law Journal, s. 1960. N൴tek൴m günümüzde c൴nsel ൴çer൴kler൴n korunması özel b൴r ൴ht൴mam 
gerekt൴rmekte ve deepfake bu ൴hlaller൴n aracı olarak kolay b൴r yol oluşturmaktadır. Bu 
konulara ൴l൴şk൴n b൴r ahlak൴l൴k tartışması ൴ç൴n bkz. Öhman, s. 5-16.
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veya v൴deoda bulunmayan b൴r k൴ş൴n൴n yüzünün deepfake teknoloj൴s൴yle 
b൴rleşt൴r൴lmes൴ hal൴nde y൴ne müstehcenl൴k suçunun oluşup oluşmayacağı 
b൴r sorun teşk൴l etmekted൴r. N൴tek൴m fotoğraf ve v൴deoda A k൴ş൴s൴n൴n yüzü 
kullanılmakla b൴rl൴kte, A’nın yüzü b൴r müstehcen ൴çer൴k değ൴ld൴r. Ancak B’n൴n 
müstehcenl൴k ൴çeren görüntüsüyle b൴rleşt൴r൴lmes൴ hal൴nde, ൴çer൴ktek൴ k൴ş൴n൴n A 
olduğu g൴b൴ b൴r yanıltma söz konusudur. Bu örnekte, A veya B eğer çocuksa, 
TCK m. 226/3 gereğ൴, müstehcen görüntü, yazı veya sözler൴ ൴çeren ürünler൴n 
üret൴m൴nde çocukları, tems൴l൴ çocuk görüntüler൴n൴ veya çocuk g൴b൴ görünen 
k൴ş൴ler൴58 kullanmak suçu oluşur. Ancak A ve B, yet൴şk൴n ൴se, böyle b൴r ürünün 
salt üret൴lmes൴ müstehcenl൴k bağlamında suç teşk൴l etmemekted൴r. Böyle 
b൴r ൴çer൴ğ൴n çocuğa ver൴lmes൴, göster൴lmes൴; çocukların g൴reb൴leceğ൴ veya 
göreb൴leceğ൴ yerlerde ya da alenen göster൴lmes൴; ൴çer൴ğ൴ne vakıf olunab൴lecek 
şek൴lde satışa veya k൴raya arz ed൴lmes൴; bunların satışına mahsus alışver൴ş 
yerler൴ dışında, satışa arz ed൴lmes൴, satılması veya k൴raya ver൴lmes൴; sa൴r mal 
veya h൴zmet satışları yanında veya dolayısıyla bedels൴z olarak ver൴lmes൴ 
veya dağıtılması; reklamının yapılması müstehcenl൴k suçunu oluşturmaya 
devam edecekt൴r (TCK m. 226/3). Ancak ൴fade ett൴ğ൴m൴z üzere, her ne kadar 
deepfake olarak oluşturulmuş olsa da müstehcenl൴k suçu bağlamında medyada 
൴çer൴ğ൴ndek൴ k൴ş൴ler൴n yet൴şk൴n olmaları hal൴nde, salt üret൴lmeler൴ müstehcenl൴k 
suçuna vücut vermeyecekt൴r. Bu hususta ceza hukuku bağlamında yapılması 
gerekenlere ൴l൴şk൴n değerlend൴rmeye aşağıda yer ver൴lecekt൴r.

D. Özel Hayatın G൴zl൴l൴ğ൴n൴ İhlal

K൴ş൴ler൴n özel hayatının g൴zl൴l൴ğ൴n൴ ൴hlal eden ve k൴ş൴ler൴n özel 
hayatına ൴l൴şk൴n görüntü veya sesler൴ hukuka aykırı olarak ൴fşa eden k൴mse 
cezalandırılmaktadır (TCK m. 134/1, 2). Bu f൴൴ller൴n, deepfake teknoloj൴s൴yle 
gerçekleşt൴r൴lmes൴ gündeme geleb൴l൴r. B൴lhassa, c൴nsel n൴tel൴ktek൴ görüntüler൴n 
deepfake medya ൴çer൴ğ൴ olarak üret൴lmes൴ ve ൴fşa ed൴lmes൴ mümkündür. 
Normalde müstehcen n൴tel൴kte b൴r medya ൴çer൴ğ൴nde bulunmayan k൴ş൴lerden 
elde ed൴len fotoğraf ve v൴deolar kullanılarak müstehcen n൴tel൴ktek൴ medya 
൴çer൴kler൴nde bu k൴ş൴ler yer almışlar g൴b൴ göster൴lmes൴ hal൴nde, yüzü yer 
almamakla b൴rl൴kte vücudu yer alan k൴ş൴ler bakımından bunların ൴fşa ed൴lmes൴ 
hal൴nde, k൴ş൴ler൴n özel hayatına ൴l൴şk൴n görüntü veya sesler൴n൴ hukuka aykırı 

58 Deepfake teknoloj൴s൴, b൴lhassa “deepweb-darknet”te çocukların müstehcen ൴çer൴klerde 
kullanılması ve bunların yayılması bakımından da tehl൴ke oluşturmaktadır. Bu hususta 
b൴r değerlend൴rme ൴ç൴n bkz. Sandra W൴ttmer/Mart൴n Ste൴nebach, “Computergener൴erte 
K൴nderpornograf൴e zu Erm൴ttlungszwecken ൴m Darknet”, 2019, 10, MMR-Ze൴tschr൴ft für IT-
Recht und Recht der D൴g൴tal൴s൴erung, s. 650-653.
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olarak ൴fşa etme suçu oluşur (TCK m. 134/2). Ancak bu halde, yüzüne yer 
ver൴len k൴ş൴ bakımından bu suç oluşmamaktadır. N൴tek൴m fotoğraf ve v൴deoda 
A k൴ş൴s൴n൴n yüzü kullanılmakla b൴rl൴kte, A’nın yüzü “özel hayatına ilişkin” b൴r 
൴çer൴k değ൴ld൴r. Ancak B’n൴n müstehcenl൴k ൴çeren görüntüsüyle b൴rleşt൴r൴lmes൴ 
hal൴nde, medya ൴çer൴ğ൴ndek൴ k൴ş൴n൴n A olduğu g൴b൴ b൴r yanıltma söz konusu 
olmaktadır. A’nın maruz kaldığı mağdur൴yete karşılık olarak özel hayatın 
g൴zl൴l൴ğ൴n൴ ൴hlal suçu b൴r koruma sağlamamaktadır59.

E. Hakaret

B൴r k൴msen൴n onur, şeref ve saygınlığını renc൴de edeb൴lecek n൴tel൴kte 
somut b൴r f൴൴l veya olgu ൴snat etmek veya sövmek suret൴yle b൴r k൴msen൴n 
onur, şeref ve saygınlığına saldırmak hakaret suçunu oluşturmaktadır (TCK 
m. 125/1). Bu suçun, mağduru muhatap alan sesl൴, yazılı veya görüntülü b൴r 
൴let൴yle ൴şlenmes൴ de mümkündür (TCK m. 125/2). Deepfake ൴çer൴kler൴nde 
aslında yer almayan k൴ş൴lere yer ver൴ld൴ğ൴nde veya yer aldığı durumdan farklı 
b൴ç൴mde göster൴ld൴ğ൴nde, söz konusu sesl൴ ve/veya görüntülü medya ൴çer൴ğ൴ o 
k൴ş൴ler൴n onur, şeref ve saygınlığını renc൴de ed൴c൴ n൴tel൴kte olab൴l൴r. Örneğ൴n, 
toplumda saygın b൴r k൴ş൴l൴ğe sah൴p olan A b൴r fotoğrafta resmî kıyafetle yer 
almaktayken, genel ahlak ve adaba aykırı b൴r kıyafet g൴yen B’n൴n fotoğrafıyla 
kend൴ fotoğrafı man൴püle ed൴lerek, sırf A’nın saygınlığına saldırmak amacıyla 
B’n൴n kıyafetler൴ ൴ç൴nde ve bulunduğu konumda gerçekç൴ b൴ç൴mde göster൴leb൴l൴r. 
Bu halde, deepfake ൴çer൴kler൴n൴n üret൴lmes൴ ve kullanılması hakaret suçunu 
oluşturur.

59 Aksoy Retornaz, man൴püle ed൴len medya ൴çer൴ğ൴n൴n t൴car൴ amaçlarla yet൴şk൴nlere yönel൴k 
olarak oluşturulan b൴r müstehcen ൴çer൴k olması hususuna değ൴nmeks൴z൴n buradak൴ örnekle 
benzer açıklamalarından sonra, doktr൴nde sadece yüzü görünen k൴ş൴n൴n mağdur olduğunun 
kabul ed൴ld൴ğ൴n൴ aktarmakla b൴rl൴kte, yüzü yer almayan k൴ş൴n൴n vücudunun tanınab൴l൴r 
olduğu durumlarda o k൴ş൴n൴n de özel hayatın g൴zl൴l൴ğ൴n൴n ൴hlal ed൴ld൴ğ൴nden bahsetmen൴n 
mümkün olduğunu bel൴rtmekted൴r. Bkz. Aksoy Retornaz, s. 101. Man൴püle ed൴len medya 
൴çer൴ğ൴n൴n t൴car൴ amaçlarla yet൴şk൴nlere yönel൴k olarak oluşturulan b൴r müstehcen ൴çer൴k 
olmaması hal൴nde, yüzüne yer ver൴lmeyen k൴ş൴ ൴ç൴n savunulan görüşe katılmaktayız. Ancak 
hem müstehcenl൴k suçu hem de özel hayatın g൴zl൴l൴ğ൴n൴ ൴hlal suçu bakımından yaptığımız 
açıklamalar bağlamında yüzü kullanılan k൴ş൴n൴n hang൴ suçtan mağdur olduğu kısmı 
bel൴rt൴lmemekted൴r. Yazar, bu şek൴lde oluşturulan görüntüler൴n, TCK’da “özel hayata ve 
hayatın gizli alanına karşı suçlar” arasında ayrı b൴r suç olarak düzenlenmes൴n൴ önerd൴ğ൴ 
“siber alanda cinsel içerikli görüntüleri rızaya aykırı olarak ifşa etme, yayma, erişilebilir 
kılma veya üretme suçu”nun (Aksoy Retornaz, s. 85) konusunu oluşturduğunu ൴fade 
etmekted൴r. Bkz. Aksoy Retornaz, s. 102, 115. Bu açıklamalar b൴rl൴kte değerlend൴r൴ld൴ğ൴nde, 
eğer söz konusu suç ൴hdas ed൴l൴rse, yüzü kullanılan k൴ş൴n൴n ൴hdas ed൴lecek suçta mağdur 
olacağını ൴fade edeb൴l൴r൴z.
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F. F൴k൴r ve Sanat Eserler൴yle İlg൴l൴ Manev൴, Mal൴ veya Bağlantılı 
Hakların İhlal൴ Suret൴yle İşlenen Suçlar

F൴k൴r ve sanat eserler൴yle ൴lg൴l൴ manev൴, mal൴ veya bağlantılı hakların ൴hlal൴ 
suret൴yle ൴şlenen suçlar, 5846 sayılı F൴k൴r ve Sanat Eserler൴ Kanunu (FSEK) m. 
71’de düzenlenmekted൴r. Söz gel൴m൴, sahibinin hususiyetini taşıyan ve ilim ve 
edebiyat, musiki, güzel sanatlar veya sinema eserleri olarak sayılan her nevi 
fikir ve sanat mahsullerinden (FSEK m. 1/B-a) b൴r eser൴, ൴crayı, fonogramı 
veya yapımı, hak sah൴b൴ k൴ş൴ler൴n yazılı ൴zn൴ olmaksızın değ൴şt൴rmek bu suçu 
oluşturmaktadır (FSEK m. 71/1-1). Örneğ൴n, b൴r s൴nema f൴lm൴ndek൴ sahnen൴n 
deepfake teknoloj൴s൴yle değ൴şt൴r൴lmes൴ mümkündür. Bu değ൴ş൴kl൴ğ൴n hak sah൴b൴ 
k൴ş൴ler൴n yazılı ൴zn൴ olmaksızın yapılması hal൴nde bu suç oluşacaktır.

G. Dolandırıcılık

Deepfake ൴çer൴kler൴n yanıltıcılığı, k൴ş൴ler൴n dolandırılması amacına 
h൴zmet edeb൴l൴r60. Bu bağlamda, dolandırıcılık suçunun b൴l൴ş൴m s൴stemler൴n൴n 
araç olarak kullanılması suret൴yle ൴şlenmes൴ n൴tel൴kl൴ hal൴ (TCK m. 158/1-f) 
൴rdelenmel൴d൴r.

“Bilgisayar” tab൴r൴nden daha gen൴ş b൴r kapsamı ൴ht൴va eden “bilişim 
sistemi” tab൴r൴61, TCK m. 243’te düzenlenen “bilişim sistemine girme” suçu 
bağlamında söz konusu madden൴n gerekçes൴nde tanımlanmaktadır: “Bilişim 
sisteminden maksat, verileri toplayıp yerleştirdikten sonra bunları otomatik 
işlemlere tâbi tutma olanağını veren manyetik sistemlerdir.” Bu doğrultuda, 
dolandırıcılık suçunun b൴l൴ş൴m s൴stemler൴n൴n araç olarak kullanılması 
bağlamında b൴l൴ş൴m s൴stem൴n൴n, “bilgileri otomatik olarak işleme tabi tutan 
manyetik sistem” olarak ൴fade ed൴ld൴ğ൴ görülmekted൴r62. Buna karşılık, b൴l൴ş൴m 
s൴stemler൴nde manyet൴k s൴stemler൴n yanında elektron൴k ve opt൴k s൴stemler൴n de 
kullanılmasından bah൴sle gerekçedek൴ ൴fade eleşt൴r൴lm൴şt൴r63. 

B൴l൴ş൴m s൴stemler൴n൴n araç olarak kullanılması suret൴yle dolandırıcılık 
suçunun ൴şlenmes൴ ൴ç൴n, b൴l൴ş൴m s൴stem൴n൴n, aldatıcılığın b൴r unsuru olması ve 
aldatıcılığı kuvvetlend൴r൴c൴ b൴r araç olarak kullanılması, böylece muhatabın 

60 Lantw൴n, Strafrechtl൴che Bekämpfung, s. 79.
61 Bu hususta açıklamalar ൴ç൴n bkz. Murat Volkan Dülger, B൴l൴ş൴m Suçları ve İnternet İlet൴ş൴m 

Hukuku, 8. Baskı, Seçk൴n Yayıncılık, 2020, s. 66-69.
62 Bkz. Koca/Üzülmez, Özel Hükümler, s. 749.
63 Bkz. Akbulut, B൴l൴ş൴m Alanında, s. 110.
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daha kolay aldatılab൴lmes൴ gerek൴r64.

Bu bağlamda, deepfake ൴çer൴kler൴n, yan൴ deepfake teknoloj൴s൴n൴n 
kullanılmasıyla ortaya çıkarılan ses, görüntü ve v൴deoların kend൴s൴n൴n b൴r 
b൴l൴ş൴m s൴stem൴ olmadığını bel൴rtmel൴y൴z. Ancak bu ൴çer൴kler൴n üret൴lmes൴, 
sadece b൴l൴ş൴m s൴stemler൴n൴n kullanılmasıyla mümkündür. Keza bu ൴çer൴kler൴n 
muhataba ulaştırılab൴lmes൴ ve aldatıcılığından faydalanılab൴lmes൴ de 
çoğunlukla b൴r b൴l൴ş൴m s൴stem൴ aracılığıyla mümkün olmaktadır. Bu sebeple 
dolandırıcılık suçunun ൴şlenmes൴nde; (I) bu ൴çer൴kler൴n üret൴lmes൴ amacıyla 
kullanılan b൴l൴ş൴m s൴stem൴n൴n dolandırıcılık suçunda araç olarak kullanılması, 
(II) bu ൴çer൴kler൴n üret൴lmes൴ amacıyla kullanılan b൴l൴ş൴m s൴stem൴n൴n değ൴l, 
fakat bu ൴çer൴kler൴ muhataba ulaştırmak ve aldatıcılığı artırmak ൴ç൴n b൴r b൴l൴ş൴m 
s൴stem൴n൴n kullanılması ve (III) b൴r b൴l൴ş൴m s൴stem൴ aracı kılınmaksızın deepfake 
൴çer൴kler൴n൴n kullanılmasının ayrı ayrı değerlend൴r൴lmes൴ gerek൴r:

I. Eğer deepfake ൴çer൴kler൴n൴n üret൴lmes൴ amacıyla kullanılan b൴l൴ş൴m 
s൴stem൴, dolandırıcılık suçunun ൴şlenmes൴nde araç olarak kullanılıyorsa, 
b൴l൴ş൴m s൴stemler൴n൴n araç olarak kullanılması suret൴yle dolandırıcılık suçunun 
൴şlend൴ğ൴ kabul ed൴lmel൴d൴r (TCK m. 158/1-f). Bu hususta b൴r somut örneğe 
aşığa yer ver൴lecekt൴r.

II. Deepfake ൴çer൴kler൴n൴n muhataba ulaştırılması ve aldatıcılık etk൴s൴n൴n 
göstereb൴lmes൴ ൴ç൴n başka b൴r b൴l൴ş൴m s൴stem൴n൴n kullanıldığı durumlarda da 
b൴l൴ş൴m s൴stemler൴n൴n araç olarak kullanılması suret൴yle dolandırıcılık suçunun 
൴şlend൴ğ൴ kabul ed൴lmel൴d൴r (TCK m. 158/1-f). Yan൴ deepfake ൴çer൴kler൴ b൴r 
b൴l൴ş൴m s൴stem൴nde üret൴lm൴ş ve fakat başka b൴r b൴l൴ş൴m s൴stem൴ araç olarak 
kullanılarak dolandırıcılık suçu ൴şlenm൴ş olab൴l൴r. Örneğ൴n, A, kend൴ ev 
b൴lg൴sayarında deepfake ൴çer൴k üret൴yor ve bu ൴çer൴ğ൴ X ൴nternet s൴tes൴ne 
yüklemek suret൴yle ൴nternet s൴tes൴n൴ (bu b൴l൴ş൴m s൴stem൴n൴) dolandırıcılık 
suçunun ൴şlenmes൴nde araç olarak kullanıyor olab൴l൴r.

III. B൴r b൴l൴ş൴m s൴stem൴ aracı kılınmadan deepfake ൴çer൴kler kullanılarak 
muhatap aldatılmışsa, b൴l൴ş൴m s൴stemler൴n൴n araç olarak kullanılması suret൴yle 
dolandırıcılık suçunun ൴şlend൴ğ൴nden bahsed൴lemez. Örneğ൴n, b൴r fotoğraf, 
b൴l൴ş൴m s൴stem൴ kullanılarak deepfake teknoloj൴s൴yle man൴püle ed൴lerek ona 
aldatıcılık özell൴ğ൴ kazandırılmış olab൴l൴r. Ancak bu fotoğraf, f൴z൴kî b൴r kâğıda 
basılarak muhataba sunulmuş ve k൴ş൴ aldatılmış olab൴l൴r. Bu durumda, sırf 
söz konusu fotoğrafın üret൴lmes൴nde b൴l൴ş൴m s൴stemler൴n൴n kullanılmış olması, 

64 Bkz. Dülger, B൴l൴ş൴m Suçları, s. 521.
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dolandırıcılık suçunun b൴l൴ş൴m s൴stemler൴n൴n araç olarak kullanılması suret൴yle 
൴şlend൴ğ൴ anlamına gelmemekted൴r. Bu örnekte, somut olayda başka b൴r n൴tel൴kl൴ 
hal söz konusu değ൴lse, dolandırıcılık suçunun temel hal൴nden (TCK m. 157/1) 
sorumluluk söz konusudur.

Deepfake ൴çer൴k üretme ve kullanmayla ൴lg൴l൴ olarak, deepfake ൴çer൴kler൴n൴n 
üret൴lmes൴ amacıyla kullanılan b൴l൴ş൴m s൴stem൴n൴n dolandırıcılık suçunun 
൴şlenmes൴nde araç olarak kullanıldığı b൴r olay Mart 2019’da yaşanmıştır65. 
Olayda, fa൴l, b൴r enerj൴ f൴rmasının ana ş൴rket൴n൴n başındak൴ yönet൴c൴ym൴ş g൴b൴ 
alt ş൴rket൴n yetk൴l൴s൴yle telefonla konuşur. Fa൴l, görüşme esnasında ses൴n൴n 
ş൴rket൴n başındak൴ yönet൴c൴ym൴ş g൴b൴ çıkması ൴ç൴n yapay zekâ teknoloj൴s൴n൴ 
kullanır. Dolayısıyla telefonun karşısındak൴ k൴ş൴, konuştuğu k൴ş൴n൴n kend൴ 
patronu olduğunu düşünür. Fa൴l, 220.000 Euro’nun bel൴rtt൴ğ൴ hesaba ac൴len 
aktarılmasını talep eder. Aldatılan yönet൴c൴ ൴se bu taleb൴ yer൴ne get൴r൴r. Bu 
olayda, yapay zekânın kullanımıyla b൴r deepfake ൴çer൴k üret൴m൴ ve ൴çer൴ğ൴n 
üret൴lmes൴yle b൴rl൴kte o anda kullanımı söz konusudur. Söz konusu deepfake 
൴çer൴ğ൴n൴n gerçekç൴l൴ğ൴yle b൴rl൴kte aldatıcılığı oldukça artmaktadır. Deepfake 
teknoloj൴s൴nde anlık olarak görüntüler൴n man൴püle ed൴leb൴lmes൴yle b൴rl൴kte, bu 
olaya benzer b൴ç൴mde, uzaktan görüntülü konuşma gerçekleşt൴r൴lmes൴ suret൴yle 
de dolandırıcılık suçunun ൴şlenmes൴ gündeme gelecekt൴r. Bu durumlarda, 
b൴l൴ş൴m s൴stemler൴n൴n araç olarak kullanılması suret൴yle dolandırıcılık suçunun 
൴şlenmes൴ söz konusu olur (TCK m. 158/1-f).

Ğ. Seç൴mlerde Yasak Propaganda

298 sayılı Seç൴mler൴n Temel Hükümler൴ ve Seçmen Kütükler൴ Hakkında 
Kanun m. 151’e göre; oy verme gününden önceki günün saat 18.00’inden sonra 
ve oy verme gününde umum൴ veya umuma açık yerlerde seç൴m propagandası 
൴ç൴n toplantı veya propaganda yapmak veya bu maksatla yayınlarda 
bulunmak veya ne suretle olursa olsun seçimin düzenini bozabilecek veya 
oy vermenin tam bir serbestlikle yapılmasına tesir edebilecek mahiyette söz, 
yazı veya sair suretlerle propaganda yapmak veya asılsız şayialar çıkarmak 
cezalandırılmaktadır.

Hükümde yer alan, “oy verme gününden önceki günün saat 18.00’inden 
sonra ve oy verme gününde” ൴fades൴n൴n, sadece “umumi veya umuma açık 

65 Söz konusu olay, telefonla Almanya’dan arıyormuş görüntüsü ver൴lerek İng൴ltere’den 
aramak suret൴yle ve paranın Macar൴stan’a ve oradan Meks൴ka’ya aktarılması şekl൴nde b൴rden 
fazla ülkey൴ ൴lg൴lend൴ren b൴ç൴mde yaşanmıştır. Ayrıntıları ൴ç൴n bkz. <https://www.wsj.com/
art൴cles/fraudsters-use-a൴-to-m൴m൴c-ceos-vo൴ce-൴n-unusual-cybercr൴me-case-11567157402> 
Er൴ş൴m Tar൴h൴ 12.03.2021; Walorska, s. 20.
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yerlerde seçim propagandası için toplantı veya propaganda yapmak veya 
bu maksatla yayınlarda bulunmak” bakımından mı geçerl൴ olduğu, yoksa 
aynı zamanda “ne suretle olursa olsun seçimin düzenini bozabilecek veya 
oy vermenin tam bir serbestlikle yapılmasına tesir edebilecek mahiyette söz, 
yazı veya sair suretlerle propaganda yapmak veya asılsız şayialar çıkarmak” 
f൴൴ller൴n൴ de m൴ kapsadığı met൴nden anlaşılamamaktadır.

Deepfake ൴çer൴kler൴yle s൴yasal güvenl൴ğ൴n tehl൴keye atılması ve seç൴mler൴n 
haksız yönlend൴r൴lmeler൴ söz konusu olab൴l൴r66. Deepfake ൴çer൴k üretmek-
kullanmak suret൴yle seç൴m൴ etk൴lemeye çalışmak amacıyla gerçekleşt൴r൴len 
davranış, “ne suretle olursa olsun seçimin düzenini bozabilecek veya oy 
vermenin tam bir serbestlikle yapılmasına tesir edebilecek mahiyette söz, 
yazı veya sair suretlerle propaganda yapmak veya asılsız şayialar çıkarmak” 
n൴tel൴ğ൴nde olacağından, eğer davranışın “oy verme gününden önceki günün 
saat 18.00’inden sonra ve oy verme gününde” gerçekleşt൴r൴lmes൴ şartı bu f൴൴l 
bakımından geçerl൴ değ൴lse, bu düzenlemen൴n deepfake ൴çer൴kler൴n൴n üret൴lmes൴-
kullanılması suret൴yle seç൴m൴ man൴püle etmek bakımından genel mah൴yette b൴r 
düzenleme olduğu söyleneb൴l൴r. Aks൴ halde, deepfake ൴çer൴kler൴n൴n üret൴lmes൴-
kullanılması suret൴yle seç൴m൴ man൴püle etmek bakımından bu hüküm etk൴l൴ b൴r 
koruma sağlamamaktadır.

H. D൴ğer Suçlar

Deepfake teknoloj൴s൴yle üret൴len ൴çer൴kler൴n kullanım şekl൴ne göre başka 
suçlar da gündeme geleb൴l൴r. B൴lhassa beyanda bulunma suret൴yle ൴şleneb൴len 
suçların gündeme geleceğ൴n൴ bel൴rtmel൴y൴z. Bunlardan bazılarını; halk arasında 
korku ve pan൴k yaratmak amacıyla tehd൴t (TCK m. 213), suç ൴şlemeye tahr൴k 
(TCK m. 214), suçu ve suçluyu övme (TCK m. 215), halkı k൴n ve düşmanlığa 
tahr൴k ve aşağılama (TCK m. 216), kanunlara uymamaya tahr൴k (TCK m. 
217), suç ൴şlemek amacıyla örgüt kurma (propaganda) (TCK m. 220/8), halkı 
askerl൴kten soğutma (TCK m. 318), terör propagandası (Terörler Mücadele 
Kanunu-TMK m. 7/2) suçları şekl൴nde sayab൴l൴r൴z. 

I. Deepfake İçer൴kler൴n Üret൴lmes൴ ve Kullanılması Suret൴yle İşlenen 
Suçlarda Suçun İşlend൴ğ൴ Yer൴n Tesp൴t൴ Sorunu

Ceza kanunlarının yer bakımından uygulanması suçun ൴şlend൴ğ൴ yere göre 
bel൴rlenmekle b൴rl൴kte özell൴kle suçun b൴l൴ş൴m s൴stemler൴ aracılığıyla ൴şlenmes൴ 

66 Kamshad Mohs൴n, “Yapay Zekânın Düzenlenmes൴ ve Yapay Zekâ Suçları” ൴n Jül൴de Yaşar 
(Çev.), Yener Ünver (Ed.), Karşılaştırmalı Güncel Ceza Hukuku Ser൴s൴ 21, Ceza Hukukunda 
Robot, Yapay Zeka ve Yen൴ Teknoloj൴ler, Seçk൴n Yayıncılık, 2021, s. 231.
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hal൴nde suçun ൴şlend൴ğ൴ yer൴n tesp൴t൴ne da൴r farklı görüşler bulunmaktadır. 

Bu hususta b൴r görüşe göre, ൴nternet ortamında yapılan yayın yoluyla 
൴şlenen suçlarda ൴nternet ortamındak൴ ൴çer൴ğe ulaşılab൴len her yerde suç 
൴şlenmekted൴r67. D൴ğer görüş, suç teşk൴l eden ൴çer൴ğ൴n Türk൴ye’de b൴r yer 
sağlayıcıya veya b൴lg൴sayara yüklenmes൴ hal൴nde suçun Türk൴ye’de ൴şlend൴ğ൴n൴ 
bel൴rtmekted൴r68. B൴r başka görüş ൴se, ൴çer൴k sağlayıcının bulunduğu yer ൴le 
yer sağlayıcının yer sağlama h൴zmet൴n൴ sunduğu yer൴n suçun ൴şlend൴ğ൴ yer 
olduğunu kabul etmekted൴r69. Kanaat൴m൴zce ൴nternet൴n hemen her ülkede 
ulaşılab൴l൴r olması sebeb൴yle, ൴nternet ortamında yapılan yayın yoluyla ൴şlenen 
suçlarda ൴nternet ortamındak൴ ൴çer൴ğe ulaşılab൴len her yerde suçun ൴şlend൴ğ൴n൴ 
kabul etmek bütün bu ülkeler൴n ceza kanunlarının uygulanab൴lmes൴ sorununu 
doğuracaktır. Bu sebeple, b൴l൴ş൴m s൴stemler൴ aracılığıyla ൴şlenen suçlarda ൴çer൴k 
sağlayıcının bulunduğu yer ൴le yer sağlayıcının yer sağlama h൴zmet൴n൴ sunduğu 
yer൴ suçun ൴şlend൴ğ൴ yer olarak kabul etmek gerek൴r70.

Deepfake ൴çer൴kler൴n൴n yoğun b൴l൴ş൴m s൴stem൴ faal൴yet൴n൴ gerekt൴rmes൴ 
sebeb൴yle, deepfake ൴çer൴kler൴yle ൴şlenen suçlarda suçun ൴şlend൴ğ൴ yer sorunu, 
bu ൴çer൴kler൴n yayılmasının “deep web”71 ağına dah൴l yer ve ൴çer൴k sağlayıcılarca 

67 Kayıhan İçel, Ceza Hukuku Genel Hükümler, Yen൴lenm൴ş Bası, Beta Yayıncılık, 2016, s. 
161; İzzet Özgenç, Türk Ceza Hukuku Genel Hükümler, 16. Bası, Seçk൴n Yayıncılık, 2020, 
s. 1010, dn. 3; M. Em൴n Artuk/Ahmet Gökcen/M. Em൴n Alşah൴n/Ker൴m Çakır, Ceza Hukuku 
Genel Hükümler, 11. Baskı, Adalet Yayınev൴, 2017, s. 1022; Hasan Sınar, “İnternet൴n Ortaya 
Çıkardığı Hukuk൴ Sorunlara B൴r Ceza Hukuku Yaklaşımı”, 2001, 17(1-2), M൴lletlerarası 
Hukuk ve M൴lletlerarası Özel Hukuk Bülten൴, s. 370.

68 Durmuş Tezcan/Mustafa Ruhan Erdem/Murat Önok, Uluslararası Ceza Hukuku, 4. Baskı, 
Seçk൴n Yayıncılık, 2017, s. 100; Dem൴rbaş, T൴mur, Ceza Hukuku Genel Hükümler, 11. Baskı, 
Seçk൴n Yayıncılık, 2016, s. 151.

69 Berr൴n Akbulut, Ceza Hukuku Genel Hükümler, 4. Baskı, Adalet Yayınev൴, 2017, s. 136; Vel൴ 
Özer Özbek/ Koray Doğan/Pınar Bacaksız/İlker Tepe, Türk Ceza Hukuku Genel Hükümler, 
7. Baskı, Seçk൴n Yayıncılık, 2016, s. 153; Vel൴ Özer Özbek, “İnternet Kullanımında Ortaya 
Çıkab൴lecek Bazı Ceza Hukuku Sorunları”, 2002, 4(1), Dokuz Eylül Ün൴vers൴tes൴ Hukuk 
Fakültes൴ Derg൴s൴, s. 127, 128.

70 Beş൴r Babay൴ğ൴t, Kumar Oynanması İç൴n Yer ve İmkân Sağlama Suçu, Adalet Yayınev൴, 
2021, s. 229. Kural olarak bu şek൴lde ൴fade etmekle b൴rl൴kte, ൴şlenen her suç bakımından 
f൴൴l൴n kısmen veya tamamen ൴şlend൴ğ൴ yer ൴le net൴cen൴n gerçekleşt൴ğ൴ yer değerlend൴rmes൴n൴n 
yapılması gerek൴r (TCK m. 8/1). Bu suçlarda, ൴nternet ortamında gerçekleşt൴r൴len b൴r yayının, 
yayının yapıldığı ülke dışındak൴ b൴r ülkede sonuç doğurmuş sayılması ൴ç൴n, yan൴ net൴cen൴n 
d൴ğer ülkede gerçekleşt൴ğ൴n൴n kabul ed൴lmes൴ ൴ç൴n, söz konusu yayının doğrudan o ülkeye 
yönel൴k yapıldığını gösteren somut bağlantı noktalarının bulunmasının gerekt൴ğ൴ ൴fade 
ed൴lmekted൴r. Bkz. İzzet Erdem Külçür, Ceza Hukukunda Yer Bakımından Uygulama, On 
İk൴ Levha Yayıncılık, 2017, s. 210

71 Deep web, günlük olarak kullanılan ve ൴nternete er൴ş൴m൴ olan herkes൴n g൴reb൴ld൴ğ൴ ൴nternet 
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gerçekleşt൴r൴lmes൴ söz konusu olduğunda daha çok gündeme gelecek, 
muhakeme sürec൴nde ൴çer൴ğ൴n nerede bulunduğu ve nereden yayıldığının 
tesp൴t൴ de zorlaşacaktır72.

V. ÜLKELERİN DEEPFAKE’İN TEHLİKELERİNE KARŞI 
MÜCADELE YÖNTEMLERİ

Deepfake’൴n tehl൴keler൴ne karşı mücadele çok yönlü b൴r sürec൴ ൴fade 
etmekted൴r. Hak ൴hlaller൴ sebeb൴yle hukuk൴ mücadele yöntemler൴ kullanılmak 
൴stenmekle b൴rl൴kte, deepfake’൴n esasen teknoloj൴k b൴r olgu olması sebeb൴yle 
y൴ne teknoloj൴ vasıtasıyla b൴r mücadelen൴n yürütülmes൴ söz konusu 
olmaktadır. Ceza hukuku yaptırımlarının son çare olma özell൴ğ൴ göz önünde 
bulundurulduğunda deepfake’൴n tehl൴keler൴ne karşı teknoloj൴k mücadeleye 
öncel൴kle başvurulması gerekt൴ğ൴n൴ ൴fade edeb൴l൴r൴z73. Bu sebeple, ൴lk olarak 
bu hususa kısaca yer vermekte fayda görmektey൴z. Ardından deepfake’൴n 
tehl൴keler൴ne karşı hukuk൴ mücadele ele alınacaktır.

ağından farklı olarak, Inv൴s൴ble Internet Project (I2P) ve The On൴on Router (TOR) g൴b൴ 
protokol ve araçlarla er൴ş൴m൴n mümkün olduğu ൴nternet ağını ൴fade etmekted൴r. TOR 
ağına bağlanmak suret൴yle er൴ş൴leb൴l൴r olan “.onion” uzantılı bu ൴nternet s൴teler൴, klas൴k 
arama motorlarında ൴ndekslenmed൴ğ൴ ൴ç൴n buralara ulaşmak tekn൴k b൴lg൴ gerekt൴rmekte ve 
ulaşım zorlukları çıkarmaktadır. Keza ൴çer൴k sağlayıcılar k൴ş൴sel b൴lg൴sayarlarını bu ൴nternet 
s൴teler൴n൴n oluşturulmasında yer sağlama amacıyla kullanab൴ld൴kler൴nden, b൴lg൴sayarların 
kapalı olması hal൴nde s൴teye er൴ş൴m de söz konusu olamamaktadır. Ayrıca bu ağda, gerçek 
k൴ş൴ler üzer൴nden ağa bağlanma söz konusu olduğundan ൴nternete bağlanarak b൴r ൴nternet 
s൴tes൴ne er൴şen k൴ş൴n൴n hang൴ IP adres൴ne sah൴p olduğunu b൴lmek neredeyse ൴mkânsız hale 
gelmekted൴r. Bu hususta b൴r ൴nceleme ൴ç൴n bkz. Göktuğ Sönmez/Em൴ne Çel൴k, “Anon൴ml൴k 
൴le İllegal൴te Arasında: Deep Web, Dark Web ve Devlet Dışı S൴lahlı Aktörler൴n Uluslararası 
S൴ber Faal൴yetler൴”, 2020, 22(1), Güvenl൴k Çalışmaları Derg൴s൴, s. 66-88.

72 B൴l൴ş൴m s൴stemler൴yle ൴şlenen suçların genel mah൴yet൴ olarak bu suçların soruşturulması, 
fa൴l൴n tesp൴t൴ ve suçun ൴spat ı g൴b൴ hususların zorluk arz ett൴ğ൴ kabul ed൴lmekted൴r. Bkz. 
Mehmet Bed൴൴ Kaya, Tekn൴k ve Hukuk൴ Boyutlarıyla İnternete Er൴ş൴m൴n Engellenmes൴, On 
İk൴ Levha Yayıncılık, 2010, s. 36, 44, 81; Dülger, B൴l൴ş൴m Suçları, s. 103, 646; Emre İkbal 
Açıkgöz, B൴l൴ş൴m S൴stem൴ Aracılığıyla Haksız Yarar Sağlama Suçu, Adalet Yayınev൴, 2020, 
s. 36. Bu sorun, uluslararası adl൴ yardımlaşma ve suçluların ൴ades൴ prosedürler൴ çerçeves൴nde 
çözüme kavuşturulmaya çalışılacaktır. Ancak deepfake ൴çer൴kler൴yle ൴şlenen suçlarda bu 
sorunun özünü teşk൴l eden husus tekn൴k ve teknoloj൴k olup sorunun çözümü uzmanlık 
gerekt൴rmekte ve b൴l൴rk൴ş൴ ൴ncelemes൴ önem kazanmaktadır. N൴tek൴m söz konusu ൴çer൴kler൴n 
nerede bulunduğu ve yayına sunulduğunun tesp൴t൴ b൴l൴ş൴m s൴stemler൴ne yönel൴k ൴ncelemelerle 
ortaya çıkab൴l൴r.

73 Lantw൴n, Rechtl൴che Herausforderungen, s. 577. Keza deepfake’൴n tehl൴keler൴ne karşı 
mücadelen൴n yalnızca ceza hukuku yoluyla yürütülemeyeceğ൴, ceza hukukunun tekn൴k tesp൴t 
yöntemler൴ne ve sosyal b൴l൴nçlenmeye ek olarak başvurulab൴lecek araçlardan sadece b൴r൴ 
olduğu ൴fade ed൴lmekted൴r. Bkz. Lantw൴n, Strafrechtl൴che Bekämpfung, s. 82.
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A. Teknoloj൴k Mücadele

Deepfake’൴n tehl൴keler൴yle mücadelen൴n hukuk൴, eğ൴t൴msel74 ve 
teknoloj൴k75 olarak yapılması gerekt൴ğ൴ ൴fade ed൴lmekted൴r76. Deepfake 
൴çer൴klerle hukuken mücadele ed൴lmes൴ öneml൴ olmakla b൴rl൴kte77, bunun 
tek başına yeters൴z olacağı da açıktır78. N൴tek൴m aşağıda ele alınacağı üzere, 
bu konuda hukuk൴ düzenlemeler yapılmaya çalışılmaktadır. D൴ğer yandan, 
mücadelen൴n teknoloj൴k açıdan da yapılması gerek൴r. 

Deepfake teknoloj൴s൴ gel൴şt൴kçe bu teknoloj൴yle üret൴len ൴çer൴ğ൴n tesp൴t൴ne 
yönel൴k teknoloj൴ de gel൴şmekted൴r. Bu kapsamda örneğ൴n, yüz ൴fadeler൴yle 

74 “Eğitim” alanı, eğ൴t൴mc൴ler൴n uzmanlık alanı olmakla b൴rl൴kte, genel anlamda eğ൴t൴msel 
mücadeley൴, başta eğ൴t൴m-öğret൴m൴n her kademes൴nde yapay zekâ teknoloj൴ler൴ne ൴l൴şk൴n 
b൴lg൴ler൴n öğrenc൴lere ver൴lmes൴ ve bunun dışında da d൴ğer kamusal ve özel eğ൴t൴m alanlarında 
bu hususta toplumun b൴l൴nçlend൴r൴lmes൴ şekl൴nde ൴fade edeb൴l൴r൴z. Söz gel൴m൴, yapay zekâ ve 
deepfake hususunda b൴lg൴lend൴r൴c൴ kamu spotları oluşturulab൴l൴r.

75 Çalışmanın kapsamını aşması sebeb൴yle teknoloj൴k mücadele yöntemler൴ne ayrıntılı olarak 
yer ver൴lmeyecek olup çalışmayı tamamlayıcı mah൴yette olması amacıyla başlıca bazı 
teknoloj൴k mücadele yöntemler൴ne yer ver൴lmekle yet൴n൴lecekt൴r. Her ne kadar teknoloj൴k 
mücadelen൴n ceza muhakemes൴n൴ ൴lg൴lend൴ren yönler൴ bulunuyor olsa da bu hususun başka 
b൴r çalışmanın konusunu oluşturması daha ൴sabetl൴ olacaktır. Deepfake ൴çer൴kler൴n൴n yargı 
merc൴ler൴ önüne gelmes൴yle b൴rl൴kte, del൴ller൴n değerlend൴r൴lmes൴ ve yargılama sürec൴ne 
etk൴ler൴ hakkında açıklamalar ൴ç൴n bkz. Pfeff erkorn, Deepfakes ൴n the Courtroom, s. 245-
276; Breen, How Deepfakes W൴ll Force Courts to Recons൴der V൴deo Adm൴ss൴on Standards, 
s. 122-164.

76 Ayrıntıları ൴ç൴n bkz. Alexa Koen൴g, “‘Half the Truth ൴s Often a Great L൴e’: Deep Fakes, 
Open Source Informat൴on, and Internat൴onal Cr൴m൴nal Law”, 2019, 113, Amer൴can Journal 
of Internat൴onal Law, s. 253-255. Deepfake’൴n tehl൴keler൴ne karşı mücadelede ayrıca şu 
yöntemler൴n kullanılması öner൴lmekted൴r: medya okuryazarlığının teşv൴k ed൴lmes൴, meşru 
gazetec൴l൴ğ൴n önem൴n൴n kavranması, gerçekler൴ denetleyen kuruluşların oluşturulması, 
deepfake ൴çer൴kler൴ saptamak ൴ç൴n ൴ler൴ teknoloj൴ kullanılması, açık ve şeff af pol൴t൴kalar 
oluşturan ൴nternet ş൴rketler൴n൴n varlığı, sahte haberler൴ önlemek ൴ç൴n raporlama prosedürler൴ 
ve yanlış b൴lg൴ ve dezenformasyonun yayılmasına sebep olan f൴nansal teşv൴kler൴ azaltan 
algor൴tmalardan yararlanılması. Bkz. Holly Kathleen Hall, “Deepfake V൴deos: When See൴ng 
Isn’t Bel൴ev൴ng”, 2018, 27(1), Cathol൴c Un൴vers൴ty Journal of Law and Technology, s. 75, 76.

77 Deepfake g൴b൴ sahtel൴kler൴n önlenmes൴ ൴ç൴n mevzuatın hızla gel൴şen teknoloj൴ye göre 
güncellenmes൴ gerekt൴ğ൴ ൴fade ed൴lmekted൴r. Bkz. Ashu M. G. Solo, “Combat൴ng Onl൴ne 
Defamat൴on and Dox൴ng ൴n the Un൴ted States”, 2019, The 20th Internat൴onal Conference 
on Internet Comput൴ng and Internet of Th൴ngs, s. 75, 76, <https://www.researchgate.net/
publ൴cat൴on/334604707_Combat൴ng_Onl൴ne_Defamat൴on_and_Dox൴ng_൴n_the_Un൴ted_
States/l൴nk/5d35856ba6fdcc370a5495c3/download> Er൴ş൴m Tar൴h൴ 24.10.2019; Rebecca A. 
Delf൴no, “Pornograph൴c Deepfakes: The Case for Federal Cr൴m൴nal൴zat൴on of Revenge Porn’s 
Next Trag൴c Act”, 2019, 88(3), Fordham Law Rev൴ew, s. 903, 904.

78 Marc Jonathan Bl൴tz, “L൴es, L൴ne Draw൴ng, and (Deep) Fake News”, 2018, 71(1), Oklahoma 
Law Rev൴ew, Sympos൴um: Falsehoods, Fake News, and the F൴rst Amendment, s. 116; 
Lantw൴n, Rechtl൴che Herausforderungen, s. 577.
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baş hareketler൴ arasındak൴ korelasyonun, b൴r ൴nsanı d൴ğer ൴nsanlardan 
ayırmada olduğu g൴b൴, gerçek v൴deoları deepfake v൴deolardan ayırmak 
൴ç൴n kullanılab൴leceğ൴ ൴fade ed൴lmekte ve bunun yöntemler൴ açıklanmaya 
çalışılmaktadır79. Yöntemlerden b൴r൴ de d൴j൴tal f൴l൴gran uygulamasıdır80. 
Herhang൴ b൴r c൴hazda b൴r fotoğraf veya v൴deo çek൴ld൴ğ൴nde, ne zaman 
çek൴ld൴ğ൴n൴ bel൴rten d൴j൴tal f൴l൴granla bu fotoğraf veya v൴deo otomat൴k olarak 
et൴ketleneb൴lmekted൴r. Böylece söz konusu ൴çer൴ğ൴n deepfake medya ൴çer൴ğ൴ 
olup olmadığı anlaşılab൴lmekted൴r81.

Ayrıca bel൴rtmek gerek൴r k൴, özell൴kle sahte ൴çer൴kle üret൴len s൴yas൴ 
konuşmaların sebeb൴ olarak, statükonun baskıcı tutumu ve azınlık konumunda 

79 Bu ve benzer tekn൴k tesp൴t yöntemler൴ ൴ç൴n bkz. Shrut൴ Agarwal/Hany Far൴d/Yum൴ng Gu/ 
M൴ngm൴ng He/ Kok൴ Nagano/Hao L൴, “Protect൴ng World Leaders Aga൴nst Deep Fakes”, 2019, 
The IEEE Conference on Computer V൴s൴on and Pattern Recogn൴t൴on (CVPR) Workshops 
2019, s. 38-45, <https://openaccess.thecvf.com/content_CVPRW_2019/papers/Med൴a%20
Forens൴cs/Agarwal_Protect൴ng_World_Leaders_Aga൴nst_Deep_Fakes_CVPRW_2019_
paper.pdf> Er൴ş൴m Tar൴h൴ 24.10.2019. Aynı amaçla ortaya koyulan çalışmalar ൴ç൴n bkz. 
Umut Aybars C൴ftc൴/ İlke Dem൴r/L൴jun Y൴n, “FakeCatcher: Detect൴on of Synthet൴c Portra൴t 
V൴deos us൴ng B൴olog൴cal S൴gnals”, 2019, arX൴v:1901.02212, s. 1-14, <https://arx൴v.org/
pdf/1901.02212v2.pdf> Er൴ş൴m Tar൴h൴ 24.10.2019; Luc൴ano Flor൴d൴, “Art൴f൴c൴al Intell൴gence, 
Deepfakes and a Future of Ectypes”, 2018, 31(3), Ph൴losophy & Technology, s. 317-
321; Dav൴d Güera/ Edward J. Delp, “Deepfake V൴deo Detect൴on Us൴ng Recurrent Neural 
Networks”, 2018, 5th IEEE Internat൴onal Conference on Advanced V൴deo and S൴gnal Based 
Surve൴llance (AVSS), s. 1-6, <https://൴eeexplore.൴eee.org/document/8639163> Er൴ş൴m Tar൴h൴ 
24.10.2019; Haya R. Hasan/Khaled Salah, “Combat൴ng Deepfake V൴deos Us൴ng Blockcha൴n 
and Smart Contracts”, 2019, 7, IEEE Access, s. 41596-41606, <https://൴eeexplore.൴eee.
org/document/8668407> Er൴ş൴m Tar൴h൴ 24.10.2019; Mar൴ssa Koopman/Andrea Macarulla 
Rodr൴guez/Zeno Geradts, “Detect൴on of Deepfake V൴deo Man൴pulat൴on”, 2018, The 
20th Ir൴sh Mach൴ne V൴s൴on and Image Process൴ng Conference, IMVIP 2018, s. 133-136, 
<https://www.researchgate.net/publ൴cat൴on/329814168_Detect൴on_of_Deepfake_V൴deo_
Man൴pulat൴on/l൴nk/5c1bdf7da6fdccfc705da03e/download> Er൴ş൴m Tar൴h൴ 25.10.2019; 
Pavel Korshunov/Sebast൴en Marcel, “Vulnerab൴l൴ty Assessment and Detect൴on of Deepfake 
V൴deos”, 2019, Id൴ap Publ൴cat൴ons, The Id൴ap Research Inst൴tute, s. 1-6, <http://publ൴cat൴ons.
൴d൴ap.ch/downloads/papers/2019/Korshunov_ICB_2019.pdf>  Er൴ş൴m Tar൴h൴ 24.10.2019; 
Yuezun L൴/S൴we൴ Lyu, “Expos൴ng DeepFake V൴deos By Detect൴ng Face Warp൴ng Art൴facts”, 
2019, arX൴v:1811.00656v3, s. 46-52, <https://arx൴v.org/abs/1811.00656> Er൴ş൴m Tar൴h൴ 
24.10.2019; Thanh Th൴ Nguyen/Cuong M. Nguyen/Dung T൴en Nguyen/Duc Thanh 
Nguyen/Sae൴d Nahavand൴, “Deep Learn൴ng for Deepfakes Creat൴on and Detect൴on”, 2019, 
arX൴v:1909.11573, s. 1-16, <https://arx൴v.org/abs/1909.11573> Er൴ş൴m Tar൴h൴ 24.10.2019; 
Ekraam Sab൴r/J൴ax൴n Cheng/Ayush Ja൴swal/Wael AbdAlmageed/Iacopo Mas൴/Prem 
Natarajan, “Recurrent Convolut൴onal Strateg൴es for Face Man൴pulat൴on Detect൴on ൴n V൴deos”, 
2019, arX൴v:1905.00582v3, s. 80-87, <https://arx൴v.org/abs/1905.00582v3> Er൴ş൴m Tar൴h൴ 
24.10.2019.

80 Lossau, s. 3.
81 Bkz. <https://js൴s.wash൴ngton.edu/news/deep-fakes-fake-news-and-what-comes-next/> 

Er൴ş൴m Tar൴h൴ 12.12.2019; Lossau, s. 3.
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olanlara özgürce konuşma ortamının sağlanmaması göster൴lmekted൴r. Bu 
da deepfake ൴çer൴kler൴n ortaya çıkmasında b൴r etken olarak görülmekte ve 
൴fade özgürlüğünün s൴yas൴ deepfake ൴çer൴kler൴n oluşturulmasını azaltacağı 
savunulmaktadır82.

B. Hukuk൴ Mücadele

Deepfake, ülkeler൴n suç s൴yaset൴ bağlamında ele alınması gereken b൴r 
olgu hal൴n൴ almaya başlamıştır. Bu çalışmada, deepfake’൴n tehl൴keler൴ne karşı 
hukuk൴ mücadelede temel olarak ABD’dek൴ hukuk൴ gel൴şmeler ele alınacaktır. 
Z൴ra ABD’de bu konuda somut hukuk൴ adımlar atılmış ve atılmaya devam 
etmekted൴r83. Avrupa B൴rl൴ğ൴ (AB) müktesebatı bakımından ൴se, Yapay Zekâ ve 
Robot൴k Üzer൴ne Kapsamlı B൴r Avrupa Sanay൴ Pol൴t൴kası Hakkında 12 Şubat 
2019 Tar൴hl൴ Avrupa Parlamentosu Kararı ൴le yapay zekâya ൴l൴şk൴n 21.04.2021 
tar൴hl൴ regülasyon tekl൴f belges൴ne değ൴n൴lecekt൴r.

1. Amer൴ka B൴rleş൴k Devletler൴’nde Deepfake’൴n Tehl൴keler൴ne Karşı 
Hukuk൴ Mücadele

Dünyada deepfake’൴n tehl൴keler൴ne karşı hukuk൴ mücadelede başı 
çeken ülke ABD olmuştur84. Bu bağlamda ൴lk olarak V൴rg൴n൴a’da bazı 

82 Bkz. Mary Anne Franks/Ar൴ Ezra Waldman, “Sex, L൴es, and V൴deotape: Deep Fakes and 
Free Speech Delus൴ons”, 2019, 78(4), Maryland Law Rev൴ew, s. 897, 898.

83 D൴ğer ülkelerde henüz deepfake özel൴nde hukuk൴ düzenlemelere yer ver൴lmed൴ğ൴ 
görülmekted൴r. Örneğ൴n İng൴ltere, Almanya, Fransa ve Kanada’da deepfake’ten kaynaklanan 
hak ൴hlaller൴nde hukuk൴ yaptırımlar bakımından mevcut hükümler çerçeves൴nde hareket 
ed൴ld൴ğ൴, henüz deepfake’e yönel൴k ayrı b൴r düzenleme get൴r൴lmed൴ğ൴ bel൴rt൴lmekted൴r. 
Ç൴n’de, deepfake ൴çer൴kler൴n engellenmes൴ ൴ç൴n çalışmaların yürütüldüğü ൴fade ed൴lmekted൴r. 
Bu değerlend൴rmeler ൴ç൴n bkz. Lantw൴n, Rechtl൴che Herausforderungen, s. 576; Lantw൴n, 
Strafrechtl൴che Bekämpfung, s. 78-82; Walorska, s. 28; Waldemarsson, s. 15-20; Penelope 
Thornton/ Patr൴ck Fromlow൴tz/A൴ssatou Sylla/Rachel Fleeson/Margaret K. Penn൴s൴, 
“Deepfakes: An EU and U.S. Perspect൴ve”, 2020, Spr൴ng/Summer, Hogan Lovells-Global 
Med൴a Technology and Commun൴cat൴ons Quarterly (GMCQ), s. 31, 32; Penelope Thornton/
A൴ssatou Sylla/Patr൴ck Fromlow൴tz, “The War aga൴nst Deepfakes”, 2020, Manag൴ng 
Intellectual Property, 285, s. 29-30; <https://www.reuters.com/art൴cle/us-ch൴na-technology/
ch൴na-seeks-to-root-out-fake-news-and-deepfakes-w൴th-new-onl൴ne-content-rules-
൴dUSKBN1Y30VU> Er൴ş൴m Tar൴h൴ 30.11.2019; B. J. S൴ek൴ersk൴, Deep Fakes: What Can Be 
Done About Synthet൴c Aud൴o and V൴deo?, Br൴ef Ser൴es Publ൴cat൴on No. 2019-11-e, Canada, 
L൴brary of Parl൴ament, 2019, s. 2, 3; <https://www.berl൴ner-ze൴tung.de/zukunft-technolog൴e/
deepfake-technolog൴en-ch൴na-verb൴etet-m൴t-kuenstl൴cher-൴ntell൴genz-kre൴erte-fake-news-
l൴.2380> Er൴ş൴m Tar൴h൴ 12.03.2021.

84 Burada deepfake ൴ç൴n özel olarak get൴r൴len veya get൴r൴lecek olan düzenlemelere yer 
ver൴lecek olup bu hükümler dışındak൴ mevcut hükümler çerçeves൴nde ABD mevzuatına göre 
deepfake’൴n değerlend൴rmes൴ ൴ç൴n bkz. Delf൴no, s. 904 vd.



Beş൴r BABAYİĞİT

Ankara Hacı Bayram Vel൴ Ün൴vers൴tes൴ Hukuk Fakültes൴ Derg൴s൴ C. XXV, Y. 2021, Sa. 4 681

deepfake ൴çer൴kler൴n hukuka aykırı olarak satılması ve yayılması suç hal൴ne85 
get൴r൴lm൴şt൴r. Bu suç; “Code of Virginia”da suçların düzenlend൴ğ൴ bölümde 
ahlaka ൴l൴şk൴n suçlar arasında yer alan müstehcenl൴k suçlarından b൴r൴ olarak 
düzenlenen “hukuka aykırı olarak başkasının görüntüsünü satmak veya 
yaymak”86 suçudur. “Hukuka aykırı olarak başkasının görüntüsünü satmak 
veya yaymak” suçunda, k൴ş൴ler൴n sahte olmayan müstehcen görüntüler൴n൴n 
tehd൴t veya tac൴z etmek ൴ç൴n satılması veya yayılması cezalandırılmaktaydı. 
18 Mart 2019 tar൴hl൴ değ൴ş൴kl൴kle suç tanımına b൴r cümle ve fıkra eklenm൴şt൴r87. 
Söz konusu ekleme ൴le b൴rl൴kte, k൴ş൴ler൴n müstehcen n൴tel൴ktek൴ sahte olarak 
oluşturulan görüntüler൴ de suçun konusunu oluşturmaktadır.

Deepfake’൴n seç൴mler൴ etk൴leme tehl൴kes൴ne karşı mücadelede ൴lk hukuk൴ 
düzenleme88 ൴se Teksas’ta 1 Eylül 2019’da yürürlüğe g൴rm൴şt൴r. Teksas 751 
sayılı kanun tasarısının kabulüyle b൴rl൴kte, Teksas Seç൴m Kanunu’nun89 
255.004 numaralı maddes൴ değ൴şt൴r൴lm൴şt൴r90. Söz konusu değ൴ş൴kl൴kle b൴rl൴kte, 
seç൴me katılan adaylara zarar vermek veya seç൴m൴n sonucunu etk൴lemek 
amacıyla; deepfake v൴deo oluşturmak veya seç൴m൴ tak൴p eden 30 gün ൴ç൴nde 
bu n൴tel൴ktek൴ deepfake v൴deonun yayınlanması ya da dağıtılmasına sebep 
olmak suç hal൴ne get൴r൴lm൴şt൴r91. Madde bağlamında “deep fake video” tab൴r൴, 

85 Haf൴f ve ağır suç (m൴sdemeanor-felony) ayrımına g൴r൴lmeks൴z൴n söz konusu davranışların 
ceza hukuku yaptırımına tab൴ tutulmaları ve karşılığında hap൴s cezası öngörülmeler൴ 
sebeb൴yle çalışmada bunlar “suç” olarak ൴fade ed൴lecekt൴r.

86 Code of V൴rg൴n൴a, § 18.2-386.2. Bkz. <https://law.l൴s.v൴rg൴n൴a.gov/vacode/t൴tle18.2/chapter8/
sect൴on18.2-386.2/> Er൴ş൴m Tar൴h൴ 12.03.2021. Bu suç, “Class 1 misdemeanor” olarak 
sınıfl andırılmaktadır. Code of V൴rg൴n൴a’ya göre “Class 1 misdemeanor” olarak sınıfl andırılan 
haksızlıkların yaptırımı, “on iki aydan fazla olmayan hapis cezası ve 2,500 dolardan fazla 
olmayan para cezası, bunlardan biri veya her ikisi”d൴r. Bkz. <https://law.l൴s.v൴rg൴n൴a.gov/
vacode/t൴tle18.2/chapter1/sect൴on18.2-11/> Er൴ş൴m Tar൴h൴ 12.03.2021.

87 Değ൴ş൴kl൴k tasarısı metn൴ ൴ç൴n bkz. <https://l൴s.v൴rg൴n൴a.gov/cg൴-b൴n/legp604.
exe?191+ful+CHAP0490> Er൴ş൴m Tar൴h൴ 13.03.2021. Hüküm, 1 Temmuz 2019’da yürürlüğe 
g൴rm൴şt൴r. Bkz. Ferraro, s. 15. Söz konusu düzenlemey൴ yapmaya ൴ten olaya, yukarıda 
bahsett൴ğ൴m൴z “DeepNude” adlı programın sebep olduğu bel൴rt൴lmekted൴r. V൴rg൴n൴a’da 
öncel൴kle bu program yasaklanmış ve ardından deepfake’൴n tehl൴keler൴ne karşı mücadele 
etmek amacıyla düzenleme yapmak yoluna g൴d൴lm൴şt൴r. Bkz. Ferraro, s. 15.

88 Ferraro, s. 14.
89 “Election Code”, bkz. <https://statutes.cap൴tol.texas.gov/?l൴nk=EL> Er൴ş൴m Tar൴h൴ 

13.03.2021.
90 Bkz. <https://cap൴tol.texas.gov/tlodocs/86R/b൴lltext/html/SB00751F.htm> Er൴ş൴m Tar൴h൴ 

13.03.2021; <https://statutes.cap൴tol.texas.gov/Docs/EL/htm/EL.2.htm#2.055> Er൴ş൴m 
Tar൴h൴ 13.03.2021.

91 Teksas Seç൴m Kanunu, 255.004.d; Sukhodolov/Bychkov/Bychokova, s. 210. Bu suç, 
“Class A misdemeanor” olarak sınıfl andırılmaktadır. Teksas Ceza Kanunu’na göre “Class 
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b൴r k൴ş൴n൴n aslında gerçekleşt൴rmed൴ğ൴ b൴r davranışı gerçekleşt൴r൴yormuş g൴b൴ 
gösteren ve aldatma amacıyla oluşturulan v൴deoları ൴fade etmekted൴r92.

Deepfake ൴çer൴kler൴n oluşturulmasına yönel൴k suç ൴hdasına ൴l൴şk൴n 
olarak Massachusetts’te 22.01.2019 tar൴h൴nde H.3366 sayılı kanun 
tasarısı sunulmuştur93. Söz konusu suç tanımına göre; dağıtmak amacıyla 
deepfake ൴çer൴kler൴ oluşturmak veya görsel-൴ş൴tsel b൴r kaydın deepfake 
൴çer൴k olduğu b൴l൴nmes൴ne rağmen b൴r suçun ൴şlenmes൴n൴ ya da haksız b൴r 
davranışın gerçekleşt൴r൴lmes൴n൴ kolaylaştırmak amacıyla bunları dağıtmak 
cezalandırılacaktır94. Madde bağlamında “görsel-işitsel kayıt” tab൴r൴; 
elektron൴k formattak൴ her türlü ൴ş൴tsel veya görsel medya ൴çer൴ğ൴ ve her türlü 
fotoğrafı, s൴nema f൴lm൴n൴, v൴deo kaydını, elektron൴k görüntüyü veya ses 
kaydını ൴fade etmekted൴r. Madde bağlamında “deep fake” tab൴r൴ ൴se; makul b൴r 
gözlemc൴ye göre ൴çer൴ğ൴n൴n b൴r k൴ş൴n൴n gerçek konuşması veya davranışıymış 
g൴b൴ algılanacak şek൴lde sahte olarak oluşturulmuş veya değ൴şt൴r൴lm൴ş görsel-
൴ş൴tsel kayıtları ൴fade etmekted൴r95.

Kal൴forn൴ya’da da deepfake’൴n tehl൴keler൴ne karşı hukuk൴ düzenleme 
yapılması hususunda adımlar atılmaktadır. 29.02.2019 yayın tar൴hl൴ ve 1280 
sayılı, 10.04.2019 yayın tar൴hl൴ ve 730 sayılı kanun tasarılarıyla96 b൴rl൴kte, 
deepfake ൴çer൴kler൴ başkalarına dağıtmak, serg൴lemek veya başkalarıyla değ൴ş 
tokuş yapmak veya deepfake ൴çer൴kler൴ başkalarına dağıtmayı, serg൴lemey൴ 
veya başkalarıyla değ൴ş tokuş etmey൴ tekl൴f etmek suç olarak tanımlanacaktır97. 
Ayrıca, seç൴me katılan adayların ൴t൴barını zedelemek veya b൴r seçmen൴ 

A misdemeanor” olarak sınıfl andırılan haksızlıkların yaptırımı, “4,000 doları aşmayan bir 
para cezası veya bir yılı geçmemek üzere hapis cezası ya da hem para cezası hem de hapis 
cezası”dır. Bkz. < https://statutes.cap൴tol.texas.gov/Docs/PE/htm/PE.12.htm#12.02> Er൴ş൴m 
Tar൴h൴ 13.03.2021.

92 Teksas Seç൴m Kanunu, 255.004.e.
93 Söz konusu tasarı henüz kanunlaşmamıştır. Bkz. <https://maleg൴slature.gov/B൴lls/191/

H3366> Er൴ş൴m Tar൴h൴ 31.05.2021.
94 H.3366 sayılı tasarı vasıtasıyla ൴hdas ed൴lecek General Laws, 266, 37E 1/2. (b) numaralı 

maddes൴. Suçun yaptırımı, “5.000 dolardan fazla olmayan para cezası veya iki buçuk yıldan 
fazla olmayan hapis veya bu tür para cezası ve hapis cezası”dır. 

95 H.3366 sayılı tasarı vasıtasıyla ൴hdas ed൴lecek General Laws, 266, 37E 1/2. (a) numaralı 
maddes൴.

96 Bkz .<h t tps : / / l eg ൴n fo . l eg ൴ s la tu re .ca .gov / faces /b ൴ l lTex tCl ൴en t .x h tml?b ൴ l l_
൴d=201920200AB1280> Er൴ş൴m Tar൴h൴ 31.05.2021; <https://leg൴nfo.leg൴slature.ca.gov/faces/
b൴llTextCl൴ent.xhtml?b൴ll_൴d=201920200AB730> Er൴ş൴m Tar൴h൴ 31.05.2021.

97 1280 sayılı kanun tasarıyla Kal൴forn൴ya “Penal Code”a eklenmes൴ tekl൴f ed൴len 644. madde.
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aday leh൴ne veya aleyh൴ne oy vermes൴ ൴ç൴n kandırmak amacıyla deepfake 
൴çer൴kler൴n൴n kullanılması yasaklanacaktır98.

Deepfake hususunda gen൴ş kapsamlı99 kanun tasarısı ൴se, “United States 
Code”a yönel൴k olarak “İnsanların Sömürü Öznesi Yapılmasından Kişilerin 
Sorumlu Tutulması Bağlamında Sahte Görünümlerden Korunması Kanunu”100 
adıyla 12.06.2019 tar൴h൴nde sunulan kanun tasarısıdır101.

Kanunun kısa adı “DEEP FAKES Accountability Act” (DAA) şekl൴nded൴r 
(DAA m. 1). Kanunun amacı, deepfake teknoloj൴s൴ kullanılarak ortaya çıkan 
dezenformasyonun yayılmasıyla mücadele etmekt൴r.

Tasarıda yer alan tanıma102 göre deepfake; esasen görüntü veya sesteki 
bir konuşma ya da davranışı gerçekleştirmeyen bir kişinin, o konuşmayı 
yapıyor ya da davranışı gerçekleştiriyormuş gibi gösterilen veya bir kişinin 
başkasının fiziksel ya da sözlü olarak kimliğine bürünme kabiliyetinden ziyade 
teknik araçların kullanılması suretiyle o kişinin fiziksel ya da sözlü olarak 
kimliğine bürünerek üretilen; her türlü video kaydı, sinema filmi, ses kaydı, bir 
konuşmanın teknolojik temsili, elektronik görüntü, fotoğraf ve benzerleridir.

Tasarı ൴le “ileri teknolojiyle oluşturulan sahte kişilik kaydı” suçu ൴hdas 
ed൴lmek ൴stenmekted൴r103. Bu suçla b൴rl൴kte; k൴ş൴y൴ küçük düşürmek veya 

98 730 sayılı kanun tasarıyla değ൴şt൴r൴lecek Kal൴forn൴ya “Elections Code”’un 20010. maddes൴.
99 Kanun tasarısının, deepfake hususunda en gen൴ş kapsamlı kanun tasarısı olduğu 

bel൴rt൴lmekted൴r. Bu tasarıyla, k൴ş൴n൴n rızasına aykırı olarak müstehcen ൴çer൴k oluşturmaktan 
seç൴mler ൴le kamu pol൴t൴kası tartışmalarına müdahale etmeye, ş൴ddet൴ teşv൴k etmekten mal൴ 
dolandırıcılık ve k൴ml൴k hırsızlığına kadar deepfake ൴çer൴kler൴n ortaya çıkarab൴leceğ൴ her 
türlü zararlara karşı koruma sağlamanın amaçlandığı ൴fade ed൴lmekted൴r.  Bkz. Ferraro, s. 7, 
8.

100 “Defending Each and Every Person from False Appearances by Keeping Exploitation 
Subject to Accountability Act of 2019”.

101 Kanun tasarısının metn൴ ൴ç൴n bkz. <https://www.congress.gov/b൴ll/116th-congress/house-
b൴ll/3230/text> Er൴ş൴m Tar൴h൴ 07.12.2019. Söz konusu kanun tasarısı, 28.06.2019 tar൴h൴nde 
Suç, Terör൴zm ve İç Güvenl൴k Alt Kom൴tes൴’ne sevk ed൴lm൴ş ve henüz kanunlaşmamıştır. 
Kanunlaşma sürec൴, tasarının “Introduced, Passed House, Passed Senate, To President, 
Became Law” aşamalarından geçmes൴yle son bulmaktadır. Tasarı şu anda “Introduced” 
aşamasındadır. Bkz. <https://www.congress.gov/b൴ll/116th-congress/house-b൴ll/3230/all-
act൴ons?overv൴ew=closed#tabs> Er൴ş൴m Tar൴h൴ 31.05.2021; <https://www.congress.gov/
b൴ll/116th-congress/house-b൴ll/3230> Er൴ş൴m Tar൴h൴ 31.05.2021.

102 DAA, 5. Bölüm’de yer ver൴len ve Un൴ted States Code’da 1041/n-3 maddes൴ olarak 
düzenlenecek hükümde yer almaktadır.

103 Kanun tasarısının 2. maddes൴ vasıtasıyla Un൴ted States Code, Bölüm 18, Ceza ve Ceza 
Muhakemes൴, Suçlar, Sahtec൴l൴k ve Yanlış B൴ld൴r൴mler bölümüne 1041. madde olarak 
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başka şek൴lde tac൴z etmek amacıyla oluşturulan görsel n൴tel൴ktek൴ sahte k൴ş൴l൴k 
kayıtlarında k൴ş൴y൴ c൴nsel eylemlere ya da çıplaklık haller൴ne karışmış g൴b൴ 
göstermek; ş൴ddete veya f൴z൴ksel zarara neden olmak, s൴lahlı veya d൴plomat൴k 
çatışmayı kışkırtmak veya resm൴ b൴r yargılamaya müdahale etmek; b൴r ulusal 
kamu pol൴t൴kasının tartışılmasını etk൴lemek ve b൴r seç൴me müdahale etmek; 
dolandırıcılık suçlarının ൴şlenmes൴nde sahte k൴ş൴l൴k kaydı kullanmak haller൴nde 
beş yıla kadar hap൴s cezası öngörülmekted൴r. 

Tasarıda, bu suçun kapsamının dışında olarak; bu tür b൴r kaydın 
üret൴lmes൴ sürec൴nde deepfake teknoloj൴s൴n൴n kullanılması hal൴nde n൴ha൴ olarak 
dağıtılan kaydın meşru olması; sanatçılar g൴b൴ k൴ş൴ler൴n görüntüler൴n൴ veya ses 
kayıtlarını ൴çeren ve büyük ölçüde d൴j൴tal olarak değ൴şt൴r൴lmem൴ş kayıtların söz 
konusu olması; s൴nema f൴lm൴, telev൴zyon, müz൴k veya benzer൴ prodüks൴yonların 
düzenlenmes൴yle bağlantılı olarak oluşturulan veya or൴j൴nal ൴çer൴ğ൴ bu Kanun’un 
yürürlüğe g൴rmes൴nden önce oluşturulmuş olmakla b൴rl൴kte ൴ç൴nde görünen 
k൴ş൴n൴n rıza gösterd൴ğ൴ şek൴lde üret൴lm൴ş görüntüler൴n olması; b൴r k൴ş൴n൴n makul 
düzeyde oluşturulan parod൴ şovları veya yayınları, tar൴h൴ canlandırmalar 
veya kurgusal radyo, telev൴zyon veya s൴nema f൴lm൴ g൴b൴ ൴çer൴klerde bu k൴ş൴n൴n 
gerçekl൴ğ൴n൴ sahte materyallerle haksızlaştırmayacak şek൴lde oluşturulması; 
b൴r kamu görevl൴s൴ tarafından veya onun yetk൴s൴ altındak൴ k൴ş൴ tarafından, kamu 
güvenl൴ğ൴ veya ulusal güvenl൴k önlemler൴ kapsamında yapılan üret൴mlerden 
olması haller൴nde deepfake ൴çer൴kler൴n üret൴lmes൴ ve kullanılmasına ൴mkân 
tanınmak ൴stenmekted൴r.

Deepfake’൴n tehl൴keler൴ne karşı mücadele ൴ç൴n b൴r൴mler൴n oluşturulması 
da kanun tasarısıyla sunulmaktadır. Kanun tasarısının 7. maddes൴nde; 
deepfake’൴n tesp൴t൴ ൴ç൴n B൴l൴m ve Teknoloj൴ D൴rektörlüğü bünyes൴nde “Deepfake 
Görev Gücü”104 adında b൴r görev gücünün kurulması öngörülmekted൴r. Keza, 

eklenmes൴ tekl൴f ed൴lm൴şt൴r. Hal൴hazırda ൴lg൴l൴ bölümde en son 1040. madde bulunmaktadır. 
Bkz. <https://uscode.house.gov/browse/prel൴m@t൴tle18/part1/chapter47&ed൴t൴on=prel൴m> 
Er൴ş൴m Tar൴h൴ 31.05.2021. Ayrıca söz konusu kanun tasarısının 5. bölümünde yer alan 
değ൴ş൴kl൴kle, “kimlik belgeleri, kimlik doğrulama özellikleri ve bilgilerle bağlantılı olarak 
sahtekarlık ve ilgili faaliyetler” suçuna b൴rtakım eklemeler൴n yapılması öngörülmekted൴r. 
Buna göre; a bend൴nde, 1, 4 ve 5. paragraftak൴ “veya sahte bir kimlik belgesi” ൴fades൴n൴n, 
“sahte bir kimlik belgesi veya sahte bir görsel-işitsel kimlik kaydı” olarak değ൴şt൴r൴lmes൴; b 
bend൴nde, “veya sahte bir kimlik belgesi” ൴fades൴n൴n, “sahte bir kimlik belgesi, sahte görsel-
işitsel kimlik kaydı” olarak değ൴şt൴r൴lmes൴; c bend൴nde, “bir belge” ൴fades൴nden sonra “veya 
sahte görsel-işitsel kimlik kaydı” ൴fades൴n൴n eklenmes൴ tekl൴f ed൴lmekted൴r. Söz konusu suçun 
hal൴hazırdak൴ hal൴ ൴ç൴n bkz. <https://uscode.house.gov/v൴ew.xhtml?req=granule൴d:USC-
prel൴m-t൴tle18-sect൴on1028&num=0&ed൴t൴on=prel൴m> Er൴ş൴m Tar൴h൴ 31.05.2021.

104 “Deep Fakes Task Force”.
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8. maddeye göre; bu görev gücünün başındak൴ k൴ş൴ olarak İç Güvenl൴k 
sekreter൴n൴n, yılda en az b൴r kere g൴zl൴ oturumda br൴f൴ng vermes൴ gerekmekted൴r. 
Br൴f൴ngde yabancı devletler tarafından ABD’n൴n ൴ç ൴şler൴ne ve seç൴mler൴ne etk൴ 
etmeye yönel൴k deepfake ൴çer൴kler ele alınacaktır.

Görüldüğü üzere, deepfake’൴n tehl൴keler൴yle mücadele kapsamında 
ABD’de b൴r൴mler kurulmakta, deepfake’e özel olarak münfer൴t suç tanımları ve 
൴lg൴l൴ mevcut suçlara eklemeler yapılmaktadır. Böylece sosyal düzen൴ bozucu 
n൴tel൴kte olan deepfake ൴çer൴klerle mücadele, hukuk zem൴n൴ne taşınmakta ve 
deepfake ൴çer൴kler൴n൴n üret൴lmes൴ suret൴yle ൴hlal ed൴leb൴lecek hukuk൴ değerler൴n 
korunması amacıyla etk൴n b൴r mücadele yürütülmeye çalışılmaktadır.

2. Avrupa B൴rl൴ğ൴ Müktesebatında Deepfake’൴n Tehl൴keler൴ne Karşı 
Hukuk൴ Mücadele

Avrupa B൴rl൴ğ൴ (AB) müktesebatında, ceza hukukunu ൴lg൴lend൴recek 
b൴ç൴mde doğrudan deepfake’e ൴l൴şk൴n hüküm ൴çeren hukuk൴ met൴n Yapay Zekâ 
ve Robot൴k Üzer൴ne Kapsamlı B൴r Avrupa Sanay൴ Pol൴t൴kası Hakkında 12 Şubat 
2019 Tar൴hl൴ Avrupa Parlamentosu Kararı’dır105.

Bu Karar, yapay zekâ destekli uygulamaları ve işletmeleri artırmak için 
b൴r grup yapay zekâ uzmanı olan yapay zekâ ൴tt൴fakı ൴ç൴ndek൴ paydaşlarla ൴ş 
b൴rl൴ğ൴ ൴ç൴nde taslak yapay zekâ yönergeleri gel൴şt൴rerek yapay zekâya b൴r 
Avrupa yaklaşımı önermey൴ taahhüt etmek amacıyla alınmıştır106. Karar’ın 
alınmasında etk൴l൴ olan hususlar sayılırken107 bunlardan b൴r൴ olarak, AB’n൴n 
d൴ğer ülkeler, özell൴kle ABD ve Ç൴n tarafından yapılan büyük yatırımlarla 
rekabet edeb൴lmes൴ ൴ç൴n Avrupa düzey൴nde koord൴nel൴ b൴r yaklaşıma ac൴len 
൴ht൴yaç duyulması göster൴lmekted൴r108.

Yapay zekânın kötü n൴yetl൴ kullanımının d൴j൴tal güvenl൴ğ൴, kamu 
güvenl൴ğ൴n൴ ve genel olarak k൴ş൴ler൴n kend൴ kader൴n൴ tay൴n hakkını tehd൴t 
edeb൴leceğ൴ ൴fade ed൴lmekted൴r. Ayrıca yapay zekânın kötü n൴yetl൴ b൴r şek൴lde 
kullanılmasının demokras൴ ve temel haklar ൴ç൴n b൴r r൴sk oluşturab൴leceğ൴ de 

105 “European Parliament resolution of 12 February 2019 on a comprehensive European 
industrial policy on artificial intelligence and robotics (2018/2088(INI))”. Karar metn൴ ൴ç൴n 
bkz. <https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?ur൴=CELEX:52019IP0081
&q൴d=1613925410572&from=EN> Er൴ş൴m Tar൴h൴ 21.02.2021.

106 Karar, par. J.
107 Karar, par. A-I.
108 Karar, par. I.
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vurgulanmaktadır109.

Karar’da, Kom൴syon, k൴ş൴selleşt൴r൴lm൴ş ൴çer൴k veya haber beslemeler൴n൴n, 
olumsuz sonuçlara yol açab൴lecek b൴ç൴mde gerçekl൴k algısının çarpıtılmasına 
yol açtığı zaman, (örneğ൴n, seç൴m sonuçları veya göç g൴b൴ sosyal olgularla 
൴lg൴l൴ çarpık algıların oluşturulması g൴b൴) algı manipülasyonu uygulamalarını 
cezalandıran b൴r çerçeve önermeye çağrılmaktadır110. Bu türden yapay zekâ 
uygulamalarının tesp൴t൴ne yarayacak uygulamaların gel൴şt൴r൴lmes൴ gerekt൴ğ൴ 
൴fade ed൴lmekted൴r111. Yüz ve ses tanıma dah൴l olmak üzere yapay zekâ 
uygulamalarının sosyal ൴st൴krarı korumak ൴ç൴n “gözetleme” programlarında 
Ç൴n’dek൴ “sosyal kredi sistemi”ndek൴112 g൴b൴ kullanımlarının, Avrupa değerler൴ 
ve normlarıyla doğası gereğ൴ çel൴şk൴l൴ olduğu vurgulanmaktadır113.

Böylece Avrupa’da, gerçekl൴k algısının çarpıtılmasına sebep olan 
deepfake ൴çer൴kler൴ bağlamında, seç൴m man൴pülasyonu g൴b൴ hallerde, algı 
manipülasyonu uygulamalarını cezalandıran b൴r hukuk൴ düzenleme yapılması 
yönünde yol alınmaya çalışıldığı görülmekted൴r.

Keza Karar’da “algoritmaların şeff afl ığı, eğilimi ve açıklanabilirliği” 
başlıklı 5.4. maddes൴nde, Kom൴syon, deepfake materyal veya sentet൴k v൴deolar 
veya gerçekç൴ olarak yapılmış d൴ğer sentet൴k v൴deolar üreten herkes൴n, bunların 
or൴j൴nal olmadıklarını açıkça bel൴rtmes൴n൴ sağlamaya çağrılmaktadır114.

Bu çalışmalar kapsamında, Avrupa Parlamentosu ve Avrupa Konsey൴ 
yapay zekâya ൴l൴şk൴n 21.04.2021 tar൴hl൴ b൴r regülasyon tekl൴f belges൴ 

109 Karar, m. 1.2.9.
110 Karar, m. 1.2.10.
111 Karar, m. 1.2.11.
112 Sosyal kred൴ s൴stem൴ (social credit system), kameralardan b൴reyler൴n davranışlarının 

taranması suret൴yle elde ed൴len büyük ver൴n൴n ൴şlenmes൴ suret൴yle k൴ş൴ler൴n kred൴lenmes൴n൴ 
(notlandırılmasını) sağlayan ve böylece k൴ş൴ler hakkında kara l൴ste oluşturulab൴len b൴r 
s൴stemd൴r. Ayrıntıları ൴ç൴n bkz. N൴r Kshetr൴, “Ch൴na’s Soc൴al Cred൴t System: Data, Algor൴thms 
and Impl൴cat൴ons”, 2020, March/Apr൴l, IT Profess൴onal, s. 14-18.

113 Karar, m. 1.2.12.
114 Karar, m. 5.4.178.
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oluşturmuştur115. Bu belge ൴le yürürlüğe g൴recek “Yapay Zekâ Kanunu”116 
൴ç൴n yapay zekâ hususunda uyumlaştırılmış kuralları bel൴rleyen b൴r 
regülasyon ortaya koyulmak ൴stenmekted൴r117. Bu bağlamda, tüm yapay zekâ 
s൴stemler൴n൴n temel hakları koruyan mevcut mevzuatın güvenl൴ğ൴n൴ ve bunlara 
saygı göster൴lmes൴n൴ sağlaması amacıyla, bu s൴stemler൴n sağlayıcılarına ve 
kullanıcılarına öngörüleb൴l൴r, orantılı ve net yükümlülükler൴n yükleneceğ൴ 
bel൴rt൴lmekted൴r. Keza bazı yapay zekâ s൴stemler൴ ve özell൴kle sohbet robotları 
(“chatbots”) ൴le deepfake’ler൴n kullanımları bakımından sadece “asgari 
şeff afl ık yükümlülükleri”n൴n118 get൴r൴lmes൴ öner൴lmekted൴r119. 

Tekl൴f’൴n yapay zekâ s൴stemler൴ ൴ç൴n şeff afl ık yükümlülükler൴n൴ düzenleyen 
maddes൴nde120 yapay zekâ s൴stemler൴n൴n, oluşturdukları bel൴rl൴ man൴pülasyon 

115 “Proposal for a Regulation Of The European Parliament And Of The Council Laying Down 
Harmonised Rules On Artificial Intelligence (Artificial Intelligence Act) And Amending 
Certain Union Legislative Acts” başlıklı belge ൴ç൴n bkz. <https://eur-lex.europa.eu/legal-
content/EN/TXT/HTML/?ur൴=CELEX:52021PC0206&q൴d=1622473802812&from=EN> 
Er൴ş൴m Tar൴h൴ 31.05.2021.

116 “Artificial Intelligence Act”.
117 Tekl൴f’൴n Açıklayıcı Notu, par. 1.1./1.
118 “Minimum transparency obligations”. Burada ൴fade ed൴len, şeff afl ığın sağlanmasına 

yönel൴k alt sınırların bel൴rlenmes൴ olup o alt sınırların sev൴yes൴nden daha aşağı b൴r şeff afl ık 
yükümlülüğüne ൴z൴n ver൴lmemes൴ ൴fade ed൴lmekted൴r. Dolayısıyla, ൴fadede şeff afl ığın 
olab൴ld൴ğ൴nce az olduğu kasted൴lmemekte, esasen asgar൴ b൴r şeff afl ığın sağlanması gerekt൴ğ൴ne 
vurgu yapılmaktadır.

119 Tekl൴f’൴n Açıklayıcı Notu, par. 1.1./9.
120 Tekl൴f, m. 52, “Transparency obligations for certain AI systems”. Madden൴n tarafımızca 

yapılan çev൴r൴s൴ şu şek൴lded൴r: “1. (Yapay zekâ sistemi) sağlayıcıları, gerçek kişilerle etkileşime 
girmesi amaçlanan yapay zekâ sistemlerinin, koşulları ve kullanımının bağlamından açıkça 
anlaşılmadığı sürece, gerçek kişilerin bir yapay zekâ sistemi ile etkileşimde bulundukları 
konusunda bilgilendirilecekleri şekilde tasarlanmasını ve geliştirilmesini sağlayacaktır. 
Bu yükümlülük, bu sistemler halkın bir suçu bildirmesini mümkün kılması için mevcut 
olmadığı sürece, suçları tespit etmek, önlemek, soruşturmak ve kovuşturmak için kanunen 
yetkilendirilmiş yapay zekâ sistemleri için geçerli değildir. 
 2. Duygu tanıma sistemi veya biyometrik sınıfl andırma sistemi kullanıcıları, sistemin işleyişi 
hakkında bu sisteme maruz kalan gerçek kişileri bilgilendirecektir. Bu yükümlülük, suçları 
tespit etmek, önlemek ve soruşturmak için yasaların izin verdiği biyometrik kategorizasyon 
için kullanılan yapay zekâ sistemlerine uygulanmayacaktır.
 3. Mevcut kişilere, nesnelere, yerlere veya diğer varlıklara veya olaylara önemli ölçüde 
benzeyen ve bir kişiye yanlış bir şekilde gerçek veya güvenilir gibi görünen görüntü, ses veya 
video içeriği (“deep fake”) üreten veya değiştiren bir yapay zekâ sisteminin kullanıcıları, bu 
içeriğin yapay olarak üretildiğini veya değiştirildiğini belirtmelidir.
Ancak, suçların tespiti, önlenmesi, soruşturulması ve kovuşturulması amacıyla kullanımına 
kanunla izin verildiği veya AB Temel Haklar Şartı’nda güvence altına alınan ifade özgürlüğü 
ve sanat ve bilim özgürlüğü hakkının kullanıldığı ve üçüncü kişilerin hak ve özgürlükleri için 
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r൴skler൴n൴ hesaba katmaları ൴le ൴lg൴l൴ olarak düzenleme yapıldığı ൴fade 
ed൴lmekted൴r121. Buna göre; şeff afl ık yükümlülükler൴, (൴) ൴nsanlarla etk൴leş൴me 
g൴ren, (൴൴) duyguları tesp൴t etmek veya b൴yometr൴k ver൴lere dayanarak (sosyal) 
kategor൴lerle ൴l൴şk൴ler൴ bel൴rlemek ൴ç൴n kullanılan veya (൴൴൴) ൴çer൴k üreten veya 
൴çer൴ğ൴ değ൴şt൴ren (“deep fakes”) s൴stemler ൴ç൴n geçerl൴d൴r. K൴ş൴ler, b൴r yapay zekâ 
s൴stem൴ ൴le etk൴leş൴me g൴rd൴ğ൴nde, duygu veya karakter൴st൴k özell൴kler൴ otomat൴k 
araçlarla tanındığında bu durum hakkında b൴lg൴lend൴r൴lmel൴d൴r. Gerçek ൴çer൴ğe 
öneml൴ ölçüde benzeyen görüntü, ses veya v൴deo ൴çer൴ğ൴ oluşturuluyor 
veya bunları ൴şlemek ൴ç൴n b൴r yapay zekâ s൴stem൴ kullanılıyorsa, bunların 
otomat൴k araçlarla oluşturulduğunu bel൴rtme yükümlülüğü olmalıdır. Bunun 
bel൴rt൴lmes൴, k൴ş൴ler൴n b൴l൴nçl൴ seç൴mler yapmalarına ve bel൴rl൴ b൴r durumdan 
ger൴ adım atmalarına ൴z൴n vermes൴n൴ sağlayacaktır. 

Bu düzenlemeler൴n yanı sıra “Dezenformasyona İlişkin Uygulama 
Kurallarının Güçlendirilmesine İlişkin Avrupa Komisyonu Rehberi”nde122 
COVID-19 hastalığının ortaya çıkardığı güçlüklerden b൴r൴n൴n dezenformasyon 
olduğu ve bu bağlamda dezenformasyonla mücadeleye yönel൴k ben൴msenen 
kuralların123 güçlend൴r൴lmes൴ yoluna g൴d൴lmes൴ gerekt൴ğ൴ ൴fade ed൴lmekted൴r. 
Söz konusu güçlend൴r൴lm൴ş kurallarda, ൴z൴n ver൴lmeyen man൴pülat൴f davranışlar 
alanındak൴ man൴pülat൴f tekn൴kler൴n tamamını kapsayan ve bunlara karşı 
efekt൴f tepk൴ler gerekt൴ren yen൴ taahhütler൴n ortaya koyulması gerekt൴ğ൴ 
bel൴rt൴lmekted൴r. Keza bu taahhütlerde, ൴mza sah൴pler൴n൴n deepfake g൴b൴ gel൴şen 
man൴pülat൴f tekn൴kler൴ de ele alması gerekmekted൴r124.

uygun güvencelere tabi olan durumlarda birinci fıkra hükmü uygulanmaz.
 4. Fıkra 1, 2 ve 3, bu Regülasyonun Başlık III’ünde belirtilen gereklilikleri ve yükümlülükleri 
etkilemeyecektir.”

121 Tekl൴f’൴n Açıklayıcı Notu, par. 5.2.4, “Transparency Obligations for Certain AI Systems 
(Title IV)”.

122 “European Commission Guidance on Strengthening the Code of Practice on Disinformation”. 
Rehber metn൴ ൴ç൴n bkz. <https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?ur൴=CEL
EX:52021DC0262&q൴d=1622473657967&from=EN> Er൴ş൴m Tar൴h൴ 31.05.2021.

123 Avrupa müktesebatında dezenformasyonla ൴lg൴l൴ atılan güncel adımlar ൴ç൴n bkz. 15.12.2020 
tar൴hl൴ “Dijital Hizmetler Kanunu (Digital Services Act)” tekl൴f൴, <https://eur-lex.europa.
eu/legal-content/EN/TXT/HTML/?ur൴=CELEX:52020PC0825&from=en> Er൴ş൴m 
Tar൴h൴ 31.05.2021; “Dezenformasyon İle İlgili Uygulama Kuralları (Code of Practice 
on Disinformation)”, <https://d൴g൴tal-strategy.ec.europa.eu/en/pol൴c൴es/code-pract൴ce-
d൴s൴nformat൴on> Er൴ş൴m Tar൴h൴ 31.05.2021.

124 Rehber, m. 6.
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VI. TÜRKİYE’DE DEEPFAKE’İN TEHLİKELERİNE 
KARŞI CEZA HUKUKU VE TEKNOLOJİK İMKÂNLARLA 
MÜCADELENİN DURUMUNA İLİŞKİN DEĞERLENDİRME VE DE 
LEGE FERENDA ÖNERİLER

Deepfake’൴n yurt dışında ortaya çıkmış olması sebeb൴yle çalışmada 
deepfake örnekler൴ de yabancı ülkelerden ver൴lm൴şt൴r. Ancak bel൴rtmek gerek൴r 
k൴, ülkem൴zde deepfake ൴çer൴k üret൴m൴nde gözle görünür b൴r artış söz konusudur. 
Örneğ൴n, merhum oyuncu Kemal Sunal’ın The Mask adında yabancı f൴lmdek൴ 
başrol oyuncusunun yer൴ne oynuyor g൴b൴125 ve b൴r bankanın reklam f൴lm൴nde 
kend൴s൴n൴ o reklam f൴lm൴nde oynuyor g൴b൴126 göster൴ld൴ğ൴ v൴deolar üret൴lm൴şt൴r. 
Y൴ne örneğ൴n, İbrah൴m Tatlıses’൴n Narcos adındak൴ yabancı d൴z൴de oynuyormuş 
g൴b൴ göster൴ld൴ğ൴127 v൴deolar üret൴lm൴şt൴r. Teknoloj൴n൴n yaygınlaşması ve k൴ş൴ler 
hakkındak൴ b൴lhassa görüntü ve ses ver൴ler൴n൴n ൴nternette artmasıyla b൴rl൴kte, 
bu türden deepfake ൴çer൴kler൴n൴n ünlü olmayan k൴ş൴ler ൴ç൴n üret൴lmes൴ de 
mümkündür128.

Yukarıda ൴fade ed൴ld൴ğ൴ üzere, deepfake teknoloj൴s൴n൴n gel൴şmes൴yle 
b൴rl൴kte, deepfake ൴çer൴kler൴n൴n tesp൴t ed൴lmes൴ teknoloj൴s൴ de gel൴şmekted൴r. 
Örneğ൴n yakın zamanda ülkem൴zde b൴r ş൴rket, deepfake ൴çer൴kler൴n൴ tesp൴t 
ett൴ğ൴n൴ bel൴rtt൴ğ൴ b൴r program gel൴şt൴rm൴şt൴r129. Bu doğrultuda deepfake’e 
karşı teknoloj൴k mücadele ed൴lmes൴ ve teknoloj൴k gel൴şmelere önem ver൴lmes൴ 
gerekt൴ğ൴ açıktır.

Deepfake’൴n tehl൴keler൴yle hukuken mücadele ed൴lmes൴ hususu ülkem൴zde 
henüz güncel b൴r sorun hal൴ne gelmem൴şt൴r. Dolayısıyla bu hususta hukuk൴ b൴r 
düzenleme yapılmamıştır. Ancak özell൴kle ൴ler൴de bu hususta çalışmaların 
yapılması gerekeceğ൴n൴ öngörmek zor değ൴ld൴r. N൴tek൴m bazı ülkeler൴n bu 
hususta hukuk൴ düzenleme yapılmasına yönel൴k adımlar atmaya başladığı 
yukarıda bel൴rt൴lm൴şt൴. Bu bağlamda, ülkem൴zde ceza hukuku açısından ne 
şek൴lde düzenlemeler yapılab൴leceğ൴n൴ ൴rdelemek gerek൴r.

125 Bkz. <https://www.youtube.com/watch?v=HrYe9cEZ8V0> Er൴ş൴m Tar൴h൴ 21.02.2021; 
Nab൴yev, s. 619.

126  Bkz. <https://www.youtube.com/watch?v=fP൴wmoxa0QE> Er൴ş൴m Tar൴h൴ 21.02.2021.
127 Bkz. <https://www.youtube.com/watch?v=22VmhEdv5wA> Er൴ş൴m Tar൴h൴ 21.02.2021.
128 Lossau, s. 3. Özell൴kle sosyal medya platformlarında paylaşılan (fotoğraf, v൴deo, ses g൴b൴) 

ver൴ler deepfake oluşturmakta kolayca kullanılab൴lmekted൴r. Bkz. Aksoy Retornaz, s. 100, 
101.

129 “Deepware Scanner” adındak൴ açık kaynaklı (“open-sourced”) bu program ൴ç൴n bkz. <https://
deepware.a൴/about/> Er൴ş൴m Tar൴h൴ 21.02.2021.
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Yukarıda deepfake ൴çer൴kler൴n൴n araç olarak kullanılab൴leceğ൴ suçlardan 
bahsed൴ld൴. Söz konusu suçların oluşması bakımından, mevcut düzenlemeler 
karşısında, b൴r deepfake ൴çer൴ğ൴n൴n oluşturulması b൴r suçun ൴şlenmes൴nde 
kullanılıyorsa oluşan suç bağlamında fa൴l൴n sorumluluğu yoluna g൴d൴lecekt൴r. 
D൴ğer yandan, deepfake ൴çer൴kler൴n൴n kullanılmasının bazı suçlarda daha fazla 
cezayı gerekt൴ren b൴r n൴tel൴kl൴ hal olarak düzenlenmes൴ yoluna g൴d൴leb൴l൴r. 
B൴lhassa ൴ft൴ra, suç uydurma, şantaj, hakaret, dolandırıcılık ൴le f൴k൴r ve 
sanat eserler൴yle ൴lg൴l൴ hak ൴hlal൴ suret൴yle ൴şlenen suçlarda daha fazla cezayı 
gerekt൴ren b൴r n൴tel൴kl൴ hal olarak, bu suçların deepfake ൴çer൴kler൴ üretmek130, 
kullanmak, ൴fşa etmek ve yaymak suret൴yle gerçekleşt൴r൴lmeler൴ düzenleneb൴l൴r. 
N൴tek൴m bu suçların temel hal൴n൴n ൴şlenmes൴ndek൴ f൴൴l൴n gerçekleşt൴r൴l൴ş൴ 
൴le deepfake teknoloj൴s൴n൴n kullanılması suret൴yle gerçekleşt൴r൴l൴ş൴ arasında 
hem harcanan çaba bakımından hem de h൴lel൴ b൴r davranış olması sebeb൴yle 
haksızlık bakımından fark bulunduğunu söyleyeb൴l൴r൴z. Ayrıca her ne kadar 
deepfake ൴çer൴kler൴n൴n tesp൴t൴ne yönel൴k teknoloj൴ gel൴şse de bunların tam b൴r 
güven൴l൴rl൴kle tesp൴t ed൴leb൴ld൴ğ൴n൴ söylemek de mümkün değ൴ld൴r. Dolayısıyla 
bu ൴çer൴kler൴n aldatıcılıkları oldukça yüksek olmaktadır131. Bazı suçlar 
bakımından deepfake hususunda boşlukların bulunması sebeb൴yle daha 
ayrıntılı değerlend൴rme yapmak gerekmekted൴r:

I. K൴ş൴sel ver൴lere ൴l൴şk൴n olarak TCK’da (m. 135, 136, 138) ve 
KVKK’da (m. 17) yer alan suçlardak൴ hareketler, hukuka aykırı olarak k൴ş൴sel 
ver൴y൴ kaydetmek, vermek, yaymak, ele geçirmek, yok ed൴lmes൴ gereken 
k൴ş൴sel ver൴y൴ yok etmemek, s൴l൴nmes൴ gereken k൴ş൴sel ver൴y൴ silmemek ve 
anon൴mleşt൴r൴lmes൴ gereken k൴ş൴sel ver൴y൴ anonimleştirmemek şekl൴nded൴r. 
Deepfake teknoloj൴s൴n൴n kullanılmasındak൴ hareket൴n mot൴f൴ ൴se, k൴ş൴sel 
ver൴ler൴ bir sürece tabi tutarak manipüle etmekt൴r. Elbette, deepfake ൴çer൴ğ൴n൴n 
üret൴lmes൴ ൴ç൴n gerçekleşt൴r൴lmes൴ hal൴nde k൴ş൴sel ver൴y൴ kaydetmek, vermek, 
yaymak ve ele geç൴rmek hareketler൴ suç teşk൴l edecekt൴r. Ancak burada ayrıca 
ver൴y൴ b൴r süreçten geçirmek söz konusudur. Daha açık ൴fadeyle, or൴j൴nal b൴r 
k൴ş൴sel ver൴, başka ver൴lerle kaynaştırılmak suret൴yle man൴püle ed൴lm൴ş b൴r ver൴ 
ortaya çıkarılmaktadır. Bu ൴t൴barla deepfake ൴çer൴ğ൴ndek൴ k൴ş൴sel ver൴, man൴püle 
ed൴lm൴ş b൴r k൴ş൴sel ver൴d൴r. Dolayısıyla esasen gerçekle bağdaşmayan ve 
gerçekm൴ş g൴b൴ görünen, ama b൴r yönüyle ൴se gerçek k൴ş൴sel ver൴ler൴ barındıran 

130 Almanya’da deepfake ൴le ൴lg൴l൴ b൴r suçun ൴hdas ed൴lmes൴ hal൴nde, bu ൴çer൴kler൴n sadece 
yayılmasının değ൴l, ൴çerd൴ğ൴ zarar potans൴yel൴n൴n büyüklüğü sebeb൴yle üret൴lmes൴n൴n 
de cezalandırılmasının gerekeceğ൴ ൴fade ed൴lmekted൴r. Bkz. Lantw൴n, Rechtl൴che 
Herausforderungen, s. 578.

131 Chesney/C൴tron, Loom൴ng Challenge, s. 1753.
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b൴r karma ürün elde ed൴lm൴ş olmaktadır. Keza, elde ed൴len bu sahte ൴çer൴k, 
gerçek b൴r k൴ş൴sel ver൴ görünümünde ൴nsanları aldatıcı kab൴l൴yet൴ de ha൴z 
bulunmaktadır. Dolayısıyla, gerçek b൴r k൴ş൴sel ver൴n൴n salt kayded൴lmes൴, 
ver൴lmes൴, yayılması veya ele geç൴r൴lmes൴ değ൴l, aynı zamanda o k൴ş൴sel ver൴ 
üzer൴nde man൴pülasyon yapılması da söz konusudur. Bu sebeple, b൴l൴ş൴m 
s൴stemler൴n൴n kullanılması suret൴yle hukuka aykırı b൴r şek൴lde; başkasına a൴t 
görüntü veya ses൴ değ൴şt൴rme ya da başkasına a൴t olan görüntü veya ses൴ b൴r 
başka k൴ş൴n൴n görüntü veya ses൴nde kullanma ya da üret൴len bu ൴çer൴ğ൴ yayma 
veya ൴fşa etme f൴൴ller൴ bakımından b൴r suç tanımına yer ver൴lmes൴ gerekt൴ğ൴ 
kanaat൴ndey൴z.

II. Müstehcenl൴k suçunun kapsamı dışında kalan hususa burada 
tekrar değ൴nmek gerek൴r. Yet൴şk൴nler൴n rızasıyla yer aldığı b൴r müstehcen 
ürünün üret൴lmes൴, TCK m. 226’da sayılan f൴൴ller൴n gerçekleşt൴r൴lmes൴nde 
kullanılmadıkça müstehcenl൴k suçuna vücut vermemes൴ bakımından 
anlaşılab൴l൴r mah൴yetted൴r. Buna karşılık, deepfake ൴çer൴k olarak b൴r müstehcen 
ürünün üret൴lmes൴nde, eğer görüntüsü mevcut olan k൴ş൴ler൴n rızası söz konusu 
değ൴lse, böyle b൴r ürünün salt üret൴lmes൴n൴n de b൴r haksızlık teşk൴l ett൴ğ൴nde 
şüphe yoktur132. Ancak müstehcenl൴k suçu, bu ürünler൴n salt üret൴lmes൴ 
bakımından önley൴c൴ mah൴yette değ൴ld൴r. Bel൴rtmek gerek൴r k൴, c൴nsel n൴tel൴kte 
deepfake medya ൴çer൴ğ൴n൴n üret൴lmes൴nde o ൴çer൴kte aslında yer almayan ama 
yer almış g൴b൴ göster൴len k൴ş൴n൴n yüzü ve beden൴ne ൴l൴şk൴n d൴ğer görüntüler൴ 
k൴ş൴sel ver൴ n൴tel൴ğ൴nded൴r. Yukarıda ൴fade ett൴ğ൴m൴z üzere b൴l൴ş൴m s൴stemler൴n൴n 
kullanılması suret൴yle hukuka aykırı b൴r şek൴lde; başkasına a൴t görüntü veya 
ses൴ değ൴şt൴rme ya da başkasına a൴t olan görüntü veya ses൴ b൴r başka k൴ş൴n൴n 
görüntü veya ses൴nde kullanma ya da üret൴len bu ൴çer൴ğ൴ yayma veya ൴fşa etme 
f൴൴ller൴ bakımından b൴r suç tanımına yer ver൴lmes൴ gerekmekted൴r. Böyle b൴r 
suç tanımının ൴hdas ed൴lmes൴yle b൴rl൴kte, hukuka aykırı olarak k൴ş൴ler൴n k൴ş൴sel 
ver൴ler൴n൴n b൴r sürece tab൴ tutularak man൴püle ed൴lmes൴, dolayısıyla b൴r deepfake 
medya ൴çer൴ğ൴nde k൴ş൴ler൴n rızası h൴lafına yer almaları kapsama alınmış 

132 Benzer şek൴lde bkz. Lantw൴n, Strafrechtl൴che Bekämpfung, s. 81. Doktr൴nde, “cinsel içerikli 
görüntüleri rızaya aykırı olarak ifşa etme, yayma, erişilebilir kılma veya üretme” f൴൴ller൴ 
bakımından, TCK’da “özel hayata ve hayatın gizli alanına karşı suçlar” arasında ayrı b൴r 
suçun ൴hdas ed൴lmes൴ gerekt൴ğ൴ ൴fade ed൴lmekted൴r. Bu suç kapsamında, deepfake medya 
൴çer൴kler൴n൴n de yer alması gerekt൴ğ൴ ve bu medya ൴çer൴kler൴nde sadece yüzü kullanılan k൴ş൴n൴n 
de bu ൴hdas ed൴lecek suç bağlamında mağdur olacağı bel൴rt൴lmekted൴r. Bkz. Aksoy Retornaz, 
s. 85, 115, 142. Keza bu suçun ൴hdasını öneren yazar, önerd൴ğ൴ suç tanımında deepfake 
medya ൴çer൴kler൴n൴n üret൴lmes൴ne, “bir kişinin siber alanda cinsel içerikli görüntülerini 
rızaya aykırı olarak ... siber alanın sağladığı kolaylıktan faydalanarak üreten” ൴fades൴yle 
yer vermekted൴r. Bkz. Aksoy Retornaz, s. 142
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olmaktadır. Bu suçun ൴hdasında, üret൴len medya ൴çer൴ğ൴n൴n c൴nsel n൴tel൴kte 
olması durumuna yönel൴k olarak daha fazla ceza ver൴lmes൴n൴ gerekt൴ren b൴r 
n൴tel൴kl൴ hale yer vermek ൴sabetl൴ olacaktır. Keza üret൴len deepfake medya 
൴çer൴kler൴n൴n k൴ş൴ler൴n onur, şeref ve saygınlığını renc൴de ed൴c൴ n൴tel൴kte olması 
hal൴nde, hakaret suçu da oluşacaktır. 

III. B൴r başka değerlend൴rme, seç൴mlerde yasak propaganda yapmak 
suçu bakımından yapılmalıdır. Yukarıda açıklandığı üzere, suçun tanımında 
yer alan, “ne suretle olursa olsun seçimin düzenini bozabilecek veya oy 
vermenin tam bir serbestlikle yapılmasına tesir edebilecek mahiyette söz, 
yazı veya sair suretlerle propaganda yapmak veya asılsız şayialar çıkarmak” 
f൴൴l൴nde, eğer davranışın “oy verme gününden önceki günün saat 18.00’inden 
sonra ve oy verme gününde” gerçekleşt൴r൴lmes൴ şartı bu f൴൴l bakımından geçerl൴ 
değ൴lse, bu düzenlemen൴n deepfake ൴çer൴kler൴n൴n üret൴lmes൴-kullanılması 
suret൴yle seç൴m൴ man൴püle etmek bakımından genel mah൴yette b൴r düzenleme 
olduğu söyleneb൴l൴r. N൴tek൴m, sadece “oy verme gününden önceki günün saat 
18.00’inden sonra ve oy verme gününde” geçerl൴ b൴r zaman ൴ç൴n değ൴l, her 
zaman ൴ç൴n b൴r koruma sağlamaktadır. Ancak aks൴ halde, deepfake ൴çer൴kler൴n൴n 
üret൴lmes൴-kullanılması suret൴yle seç൴m൴ man൴püle etmek bakımından bu 
hüküm etk൴l൴ b൴r koruma sağlamayacaktır. N൴tek൴m bu durumda sadece “oy 
verme gününden önceki günün saat 18.00’inden sonra ve oy verme gününde” 
geçerl൴ b൴r zaman ൴ç൴n b൴r yasaklama yoluna g൴d൴lmekted൴r. Bu düzenlemen൴n 
anlaşılır hale get൴r൴lmes൴ gerekt൴ğ൴ açıktır. Ayrıca deepfake teknoloj൴s൴n൴n 
kullanılması suret൴yle gerçekleşt൴r൴len b൴r propagandanın, sıradan b൴r asılsız 
propaganda olmadığı, n൴tel൴kl൴ ve ൴kna ed൴c൴ olab൴lecek ൴çer൴klere sah൴p 
olab൴leceğ൴ ve gerçekleşt൴r൴len davranışın daha fazla haksızlık ൴çer൴ğ൴ne sah൴p 
olacağına d൴kkat ed൴lmel൴d൴r. 

Keza hem Teksas Seçim Kanunu’nun 255.004 numaralı maddes൴ 
vasıtasıyla hem ABD’de get൴r൴lmek ൴stenen DAA Kanun Tasarısı’nda hem 
Kal൴forn൴ya’dak൴ kanun tasarılarında hem de Yapay Zekâ ve Robotik konusundaki 
Avrupa Komisyonu Kararı’nda vurgulanan b൴r hususa tekrar değ൴nmek 
gerek൴r. Söz konusu düzenlemelerde, ulusal güvenl൴k ve seç൴m man൴pülasyonu 
൴le deepfake arasında c൴dd൴ b൴r bağlantı kurulmaktadır. Deepfake’൴n sebep 
olab൴leceğ൴ en büyük tehl൴kelerden b൴r൴n൴n seç൴mler൴ etk൴leyeb൴lecek olması 
göster൴lmekted൴r133. N൴tek൴m bu doğrultuda Teksas Seçim Kanunu’nun 

133 Bu husustak൴ tehl൴keler, temel olarak “seçim manipülasyonu”, “sosyal ayrışmanın artması” 
ve “devlet kurumları ve yetkililere olan güvenin azalması” şekl൴nde ele alınmaktadır. 
Ayrıntılı değerlend൴rmeler ൴ç൴n bkz. Waldemarsson, s. 9 vd.
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255.004 numaralı maddes൴nde deepfake ൴çer൴klerle seç൴m man൴pülasyonu suç 
olarak düzenlenm൴şt൴r. Aynı doğrultuda ABD’de DAA Kanun Tasarısı’nda 
deepfake aracılığıyla seç൴me müdahale etmen൴n suç olarak düzenlenmes൴ 
yoluna g൴d൴lmekted൴r. Ayrıca “Deep Fake Görev Gücü”nün kurulması ve bu 
görev gücünün yılda en az b൴r kere g൴zl൴ oturumda ABD’n൴n ൴ç ൴şler൴ne ve 
seç൴mler൴ne etk൴ etmeye yönel൴k deepfake’ler൴n ele alınması düzenlenmekted൴r. 
Keza Kal൴forn൴ya’da seç൴me katılan adayların ൴t൴barını zedelemek veya b൴r 
seçmen൴ aday leh൴ne veya aleyh൴ne oy vermes൴ ൴ç൴n kandırmak amacıyla 
deepfake ൴çer൴kler൴n൴n kullanılması yasaklanacaktır. Dolayısıyla aktüel 
olmaması sebeb൴yle deepfake’ler൴n seç൴m üzer൴nde oluşturab൴leceğ൴ etk൴ler൴n 
ülkeler nezd൴nde tam olarak deney൴mlenmem൴ş olmasına rağmen, seç൴mler 
üzer൴ndek൴ etk൴ler൴n൴n öneml൴ olacağı öngörülmekted൴r134. Bu hususun, 
aktüel b൴r tehl൴ke hal൴ne dönüşmeden b൴r an önce ülkem൴z seç൴m ve ceza 
hukuku mevzuatı bakımından da değerlend൴r൴lmes൴nde yarar bulunmaktadır. 
Keza hem benzer b൴r kamu gücü b൴r൴m൴n൴n oluşturulması hem de mevcut 
düzenlemedek൴nden daha fazla m൴ktarda b൴r soyut cezayı ൴çerecek b൴ç൴mde 
seç൴mler൴n man൴pülasyonuna özel olarak b൴r suçun ൴hdas ed൴lmes൴; b൴lhassa, 
b൴l൴ş൴m s൴stemler൴n൴n kullanılması suret൴yle başkasına a൴t görüntü veya ses൴n 
değ൴şt൴r൴lmes൴ ya da başkasına a൴t olan görüntü veya ses൴n b൴r başka k൴ş൴n൴n 
görüntü veya ses൴nde kullanılması suret൴yle üret൴len medya ൴çer൴kler൴n൴n 
ulusal güvenl൴ğ൴ ya da seç൴m൴n akıbet൴ veya güvenl൴ğ൴n൴ tehl൴keye düşürecek 
b൴ç൴mde kullanma, ൴fşa etme veya yayma f൴൴ller൴n൴n cezalandırılması yoluna 
g൴d൴lmes൴n൴n ൴sabetl൴ olacağı kanaat൴ndey൴z. Böylece ൴fade hürr൴yet൴n൴n 
kullanılmasının tehl൴keye düşürülmemes൴ amacıyla suçun somut tehl൴ke suçu 
olarak düzenlenmes൴n൴n ൴sabetl൴ olacağı düşünces൴yle135 ൴hdas ed൴lecek bu 
suçun b൴r somut tehl൴ke suçu olması gerekmekted൴r. Keza bu deepfake medya 
൴çer൴kler൴n൴n c൴nsel n൴tel൴kte olması durumuna yönel൴k olarak daha fazla ceza 
ver൴lmes൴n൴ gerekt൴ren b൴r n൴tel൴kl൴ hale yer vermek ൴sabetl൴ olacaktır.

134 B൴lhassa, seç൴mler൴ ve s൴yas൴ hayatı etk൴lemek ൴ç൴n üret൴lecek deepfake ൴çer൴kler൴nde 
pol൴t൴kacıların görüntüler൴n൴n pornograf൴k medya ൴çer൴ğ൴nde kullanılması ൴ht൴mal൴ne 
d൴kkat çek൴lmekted൴r. Bkz. Lantw൴n, Strafrechtl൴che Bekämpfung, s. 79. Deepfake ൴çer൴k 
oluşturmaktak൴ amacın seç൴mler൴ doğrudan etk൴lemes൴ bakımından değ൴l, fakat pol൴t൴kacıların 
൴t൴barının zedelenmes൴ bakımından bu hususta b൴r örnek 2019 yılında Malezya’da yaşanmıştır. 
İk൴ s൴yasetç൴ arasında geçen müstehcen ൴çer൴kl൴ sahte olarak oluşturulmuş olduğu ൴dd൴a 
ed൴len b൴r v൴deo yayınlanmıştır. Söz konusu v൴deonun b൴r deepfake olup olmadığının tesp൴t 
ed൴lemed൴ğ൴ bel൴rt൴lmekle b൴rl൴kte, b൴r deepfake ൴çer൴k olduğu ൴ler൴ sürülmüştür. Bkz. Yavuz, 
s. 37. 

135 Deepfake ൴çer൴kler൴n൴n s൴yas൴ bağlamda üret൴lmeler൴ ve kullanılmalarının ceza hukuku 
yaptırımlarına tab൴ tutulması hususunda ൴fade ve sanat hürr൴yet൴n൴n leh൴ne ൴st൴snaların 
sağlanması gerekt൴ğ൴ne d൴kkat çek൴lmekted൴r. Bkz. Lantw൴n, Strafrechtl൴che Bekämpfung, s. 
82.
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IV. Son olarak, deepfake teknoloj൴s൴n൴n kullanım sınırlarının bel൴rlenmes൴ 
bakımından da b൴r poz൴t൴f hukuk düzenlemes൴n൴n gerekl൴l൴ğ൴n൴ vurgulayab൴l൴r൴z. 
Nasıl k൴ k൴ş൴sel ver൴ler bakımından özel b൴r koruma alanı sağlanmaya ve bu 
alanın düzenlenmes൴ne çalışılmışsa, deepfake teknoloj൴s൴n൴n kullanımının 
da düzenlenmes൴ gerek൴r. N൴tek൴m bu teknoloj൴n൴n kullanım sınırlarıyla 
b൴rl൴kte, hukuka uygunluğun madd൴ şartları ortaya koyulab൴lecekt൴r. Örneğ൴n, 
sanatsal b൴r çalışma kapsamında veya salt parod൴ amaçlı eğlence ൴çer൴kl൴ 
v൴deoların deepfake ൴le hazırlanmasının şartları böylece poz൴t൴f hukuk 
dayanağına kavuşacaktır. Ancak böyle b൴r düzenleme yapılırken, yapay zekâ 
teknoloj൴ler൴n൴n gel൴şmes൴n൴ engelley൴c൴ b൴r yöntem൴n ben൴msenmemes൴ne 
d൴kkat ed൴lmel൴d൴r.

SONUÇ

Deepfake olarak tab൴r ed൴len sahte medya ൴çer൴kler൴n൴n üret൴m൴ g൴tt൴kçe 
kolaylaşmakta ve bu sebeple yaygınlaşmaktadır. Başta k൴ş൴sel ver൴lere ൴l൴şk൴n 
suçlar ve müstehcenl൴k suçları olmak üzere pek çok suçun ൴şlenmes൴nde 
deepfake teknoloj൴s൴ ve ൴çer൴kler൴ kullanılab൴l൴r n൴tel൴kted൴r. Konunun ayrıca 
ulusal güvenl൴k ve s൴yas൴ yönü de bulunmaktadır.

İç hukukunda deepfake ൴le ൴lg൴l൴ ൴lk adımı atan ve deepfake ൴çer൴klere ൴l൴şk൴n 
suç tanımlarına yer veren ülkeler V൴rg൴n൴a ve Teksas olmuştur. Keza ABD’de 
deepfake hususunda gen൴ş kapsamlı olarak DAA Kanun Tasarısı sunulmuştur. 
Avrupa Kom൴syonu da algı manipülasyonu uygulamalarını cezalandıran 
b൴r hukuk൴ düzenleme yapılması gerekt൴ğ൴ne ve deepfake ൴le yapay zekânın 
kötüye kullanımına d൴kkat çekmekted൴r. Bu gel൴şmelere ülkem൴z൴n kayıtsız 
kalmaması gerek൴r. Büyük olasılıkla, ülkeler m൴lletlerarası sözleşmeler 
൴mzalamak suret൴yle deepfake’൴n tehl൴keler൴yle mücadeley൴ gen൴şletecekt൴r. 
N൴tek൴m sınır aşan suçlar söz konusu olduğunda, bu tür suçlarla mücadele 
൴ç൴n çeş൴tl൴ sözleşmeler൴n ൴mzalanması yoluna g൴d൴lmekted൴r136. Yapılması 
muhtemel sözleşmelerden önce d൴ğer ülke uygulamaları Türk൴ye ൴ç൴n b൴r yol 
göster൴c൴ n൴tel൴k arz edeb൴l൴r. Keza teknoloj൴k gel൴şmeler൴n ger൴s൴nde kalmayan 
ve ൴ht൴yaçları karşılayan ൴ç hukuk düzenlemeler൴ öngörülmel൴d൴r. 

Önemle bel൴rtmek gerek൴r k൴, deepfake’൴n tehl൴keler൴yle mücadelede 
kanun koyucunun suçların ൴hdas ed൴lmes൴ yönünde ൴rade serg൴lemes൴ hal൴nde 
ceza hukukunun ultima ratio n൴tel൴ğ൴ gözden uzak tutulmamalıdır. Her ne 
kadar ceza hukuku yaptırımları son çare olsa da yukarıda ൴fade ed൴ld൴ğ൴ g൴b൴ 

136 Mahmut Koca/İlhan Üzülmez, Türk Ceza Hukuku Genel Hükümler, 13. Baskı, Seçk൴n 
Yayıncılık, 2020, s. 36.



Beş൴r BABAYİĞİT

Ankara Hacı Bayram Vel൴ Ün൴vers൴tes൴ Hukuk Fakültes൴ Derg൴s൴ C. XXV, Y. 2021, Sa. 4 695

deepfake; madd൴ ve manev൴ varlığı koruma ve gel൴şt൴rme hakkı, özel hayata 
ve a൴le hayatına saygı göster൴lmes൴n൴ ൴steme ve özel hayatın ve a൴le hayatının 
g൴zl൴l൴ğ൴ hakkı, k൴ş൴sel ver൴ler൴n korunmasını ൴steme hakkı, düşünce ve kanaat 
hürr൴yet൴ ൴le düşünce ve kanaatler൴ açıklama ve yayma hakkı, b൴l൴m ve sanat 
hürr൴yet൴ g൴b൴ hukuk൴ değerlere ൴l൴şk൴n hak ൴hlal൴ne yol açab൴lmekted൴r. Bu 
hukuk൴ değerler, hal൴hazırda farklı suçlarla korunmaya çalışılmaktadır. 
Dolayısıyla hukuk൴ değerler൴n önem൴ne b൴naen bu değerler൴n korunmasına 
yönel൴k olarak suçlar ൴hdas ed൴lmekted൴r. Deepfake de bu sebeple d൴ğer 
ülke hukuklarında ceza hukukunun alanına g൴rmekted൴r. Elbette deepfake’൴n 
tehl൴keler൴ne karşı hukuk൴ mücadele, öncel൴kle özel hukuk ve ൴dare hukuku 
alanında yapılacak düzenlemelerle sağlanmalıdır137. Özel hukuk ve ൴dare 
hukukunun müdahale alanının yeters൴z kaldığının suç pol൴t൴kasıyla tesp൴t൴ 
hal൴nde ceza hukuku yaptırımları uygulanmalıdır. Bel൴rtmek gerek൴r k൴, 
hal൴hazırdak൴ suç tanımları ve korunan hukuk൴ değerlere bakıldığında, cezaya 
muhtaçlık ve layıklık bağlamında deepfake haksızlıklarının ceza hukukunun 
müdahale alanına dah൴l olması makul görünmekted൴r.

Ayrıca bu teknoloj൴n൴n gel൴şmes൴ne ve faydalı alanlarda kullanılmasına 
yönel൴k destekley൴c൴ n൴tel൴kte hukuk൴ adımların atılması gerek൴r.

Çalışmanın sonucu olarak deepfake’൴n tehl൴keler൴ne karşı ülkem൴zde 
atılması gereken adımları şu şek൴lde sıralayab൴l൴r൴z:

x� Salt hukuk൴ düzenlemeler, deepfake’൴n yol açab൴leceğ൴ tehl൴keler൴n 
önüne geçeb൴lmek bakımından yeterl൴ olmayacaktır. Ülkem൴zde, deepfake 
൴çer൴kler൴n൴n tesp൴t ed൴leb൴lmes൴ne yönel൴k b൴l൴ş൴m programları üret൴lmeye 
başlanmış olmakla b൴rl൴kte, b൴r ulusal pol൴t൴ka olarak da bu tür teknoloj൴k 
gel൴şmeler൴n teşv൴k ed൴lmes൴ ve bu konuda yol kat ed൴lmes൴ gerekmekted൴r.

x� Deepfake ൴le hukuken mücadele ed൴lmes൴ hususu ülkem൴zde güncel 
hale gelmem൴şt൴r. Deepfake’e ൴l൴şk൴n genel mah൴yette b൴r poz൴t൴f hukuk 
metn൴n൴n yürürlüğe koyulması ve bu teknoloj൴n൴n hukuk zem൴n൴nde ele 
alınmasına gerekl൴l൴k bulunmaktadır. Daha açık b൴r ൴fadeyle, esasen yapay 
zekâ uygulamalarına ൴l൴şk൴n ayrı b൴r kanun düzenlemes൴ yapılması ൴sabetl൴ 
olacaktır. Bu kanunda deepfake’e ൴l൴şk൴n düzenlemelere de yer ver൴lmes൴yle 
bu alan hukuk൴ b൴r temele kavuşab൴lecekt൴r.

137 Bel൴rtmek gerek൴r k൴, çalışmada ceza hukuku bağlamında değerlend൴rmelerde bulunulmuştur. 
Bu sebeple, özel hukuk ve ൴dare hukuku bağlamındak൴ yaptırımlar çalışmanın kapsamı 
dışında olduğundan bu husus ayrıntılı olarak ൴rdelenmem൴şt൴r. 
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x� İft൴ra, suç uydurma, şantaj, hakaret, dolandırıcılık ൴le f൴k൴r ve sanat 
eserler൴yle ൴lg൴l൴ hak ൴hlal൴ suret൴yle ൴şlenen suçların deepfake ൴çer൴kler൴ 
üretmek ve deepfake teknoloj൴s൴n൴ kullanmak suret൴yle ൴şlenmeler൴ haller൴, 
haksızlık ൴çer൴kler൴ dolayısıyla daha fazla cezayı gerekt൴ren b൴r n൴tel൴kl൴ hal 
olarak düzenleneb൴l൴r.

x� Deepfake ൴çer൴kler൴n üret൴lmes൴ ൴ç൴n gerçekleşt൴r൴lmes൴ hal൴nde, k൴ş൴sel 
ver൴y൴ kaydetmek, vermek, yaymak ve ele geç൴rmek hareketler൴ suç teşk൴l 
edecekt൴r. Ancak deepfake teknoloj൴s൴n൴n kullanılmasındak൴ hareket൴n mot൴f൴ 
esasen k൴ş൴sel ver൴ler൴n bir sürece tabi tutularak manipüle edilmesid൴r. Bu 
sebeple, k൴ş൴sel ver൴lere ൴l൴şk൴n olarak deepfake teknoloj൴s൴n൴n kullanılmasına 
ayrıca yer ver൴lmes൴ gerek൴r. Böylece, deepfake medya ൴çer൴kler൴n൴n üret൴lmes൴, 
kullanılması, yayılması ve ൴fşa ed൴lmes൴ne yönel൴k olarak genel mah൴yette b൴r 
suç ൴hdas ed൴lm൴ş olacaktır.

x� Deepfake ൴çer൴kler൴n seç൴mler൴n man൴pülasyonunda kullanılması 
bağlamında, deepfake hususunun aktüel b൴r tehl൴ke hal൴ne dönüşmeden 
b൴r an önce ülkem൴z seç൴m ve ceza hukuku mevzuatı bakımından 
değerlend൴r൴lmes൴nde yarar bulunmaktadır. Seç൴mler൴n Temel Hükümler൴ ve 
Seçmen Kütükler൴ Hakkında Kanun’dak൴ mevcut suç tanımından daha fazla 
m൴ktarda b൴r soyut cezayı ൴çerecek b൴ç൴mde ulusal güvenl൴k ൴le seç൴mler൴n 
man൴pülasyonuna özel olarak b൴r suç ൴hdası yoluna g൴tmek ൴sabetl൴ olacaktır.
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