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OZET

Roma hukuku kolelere hak ehliyeti tanimamistir (D. 4.5.3.1: “Servile
caput nullum ius habet”). S6z konusu hukuk sisteminde koleler 6zgiir
insanlari malvarligina dahil olabilen seyler (res) olarak degerlendirilmistir.
Ancak ayni zamanda insan olduklar i¢in malvarligina dahil olabilen diger
seylerden ayr1 tutulmuslardir. Roma hukukunda kélelerin durumu ayrintili
incelendiginde yakin gelecekte hayatimizin bir pargasi olacagina inandigimiz
robotlar ile durumlarimin benzerlik gosterdigi goriilebilir. Kdle bir ¢esit kendi
kendine diisiinebilen, karar verebilen duygusal bir mal olarak tanimlanabilir.
Ayn1 ozellikler gelecegimizin robotlarinda da goriilecektir. Yani robotlari
hukuki durumlart bakimindan kolelerin teknolojik akrabalar1 olarak
degerlendirmek miimkiindiir. Biitiin bu bilgiler bizi, eger robotlar icin bir
yasal diizenleme yapilacaksa bu diizenlemenin kolaylikla Roma hukukundan
almabilecegi sonucuna gotiirlir. Bu ¢aligmada robotlarin ve kdlelerin neden
ayn statiide degerlendirilebilecegini aydmlatmak adina kole ve robot
kavramlar1 hakkinda ayrintili bilgi verdik. Robot ve yapay zeka kavramlarin
ayrintili  olarak tanimlayip inceledikten sonra, kolelerin durumlarini
inceleyerek karsilagtirma yaptik ve robotlarin hukuki sorumlulugunu tartistik.
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Ardindan yapay zekayr cezalandirmak bagligi altinda robotlarin cezai
sorumlulugunu degerlendirip bu konudaki fikirlerimizi paylastik.

Anahtar Kelimeler: Yapay zeka, robot, Roma hukuku, kélelik, hukuki
sorumluluk, cezai sorumluluk

ABSTRACT

The Roman Law's attitude toward the slave was; "Servile caput nullum
ius habet" which means "the slave has no right." In this law system, slaves
were regarded as objects which could be the property of another human being.
They were legally just "res". But the fact that they were also human beings,
slaves differentiated from other objects of property. With the help of their
peculium (given by their master) slave could enter into engagements with a
third party. When the situation of slaves is examined in Roman Law, it will be
seen the situation of robots -there is a consensus about that they will be a part
of our lives soon- resembles slaves. A slave could be defined as self-thinking,
decision-making, emotional property. The same applies to robots. So robots
can be considered as technological relatives of slaves. All this information
leads us that if there will be a legal regulation about robots —which should be
considered as a must- one can easily adapt the rules from Roman law. In this
paper, there is a comparison between robots and slaves by giving information
about them. With the help of that comparison, there will be a revival about
why their legal status should be similar. Then, there will be brainstorming
about how the robot's civil and criminal liability should be regulated.

Keywords: Artificial Intelligence, Robot, Roman Law, Slavery, Civil
Liability, Criminal Liability

GIiRiS
“O halde hig¢ robotsuz bir diinyada yasamamigsiniz. Bir zamanlar insanlik
evreni tek basma gogiislerdi. Kimsesi yoktu. Simdiyse yardim edecek

yaratiklar1 var; kendisinden daha giiclii, daha inangli, daha kullanisl,
kendisine tamamen sadik yaratiklar. insanlik artik yalmz degil'.”

Bir kez daha bilim, bilimkurguyu yakaladi. Nasil ki Jules Verne’in
“Denizler Altinda 20.000 Fersah” kitabinin sonucu, denizaltilarin icadi
olduysa, nasil ki “Ay’a Yolculuk™ kitab1 insanlar icin ay seyahatinin hayalini
kurmalarmi ve en sonunda Neil Armstrong’un aya ayak basmasini sagladiysa,

! Asimov, I. (Cev. Odabas, E.): Ben, Robot, Istanbul 2016, s. 13.
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Isaac Asimov’un robotlar ile ilgili yazdig1 hikayeler ve “Ben, Robot” kitab1
da bilimce kovalandi ve en sonunda kismen de olsa yakaland1 diyebilecegimiz
bir noktadayiz.

Bugiin birkag kusak onceki listsoylarimizin hayal bile edemeyecegi bir
diinyada yasiyoruz. Gliniimiiz, 20. ylizy1l basinda yasamis atalarimiz igin
adeta biiylilii bir diinya. Bilimkurgunun babas1 olarak goriilebilecek tinlii
yazar Arthur C. Clarke’in da dedigi gibi “yeterince gelismis bir teknoloji
sihirden farksizdir®.” Iginde yasadigimiz bu sihrin kaynag1 olan teknoloji ise
her gegen giin daha da hizli gelismekte. Heinlein, Asimov, Clarke gibi 6nemli
bilimkurgu yazarlarinin yarattigi kurgusal diinyalar artik hayal degil.
Teknolojik gelismeler o kadar hizli ilerliyor ki muhtemelen altsoylarimiz
bizlere ¢ok yabanci bir diinyada dogup biiyiiyecekler. Siiriiciisiiz ucak ve
arabalar, bebek bakicist robotlar, is hukukunu alt {ist edecek yapay zekaya
sahip isciler ve makinalar, internet lizerinden sanal paralarla aligveris islemleri
bizlere ¢ok da uzak kavramlar degiller.

Denizaltilarin icadiyla birlikte nasil ki denizaltilarin savasta ve barigta
nasil hareket edeceklerine dair hukuki diizenlemeler ortaya ¢iktiysa® ve uzay
aragtirmalar1, uzayin ve gezegenler ile uydularin hukuki durumu ile ilgili
diizenlemelerin dogmasina sebep olduysa* mutlaka robotlar ve yapay zeka ile
ilgili de hukuki diizenlemeler yapilacaktir’.

Asimov i¢in robotlarin hukuki sorunlari basit ii¢ yasa ile ¢oziilebilecektir;

1- “Robotlar, insanlara zarar veremez ya da eylemsiz kalarak onlara
zarar gelmesine gz yumamaz.

2 Clarke, A.C.: Profiles of the Future: an Inquiry Into the Limits of the Possible, New York
1962, s. 14.

3 6 Subat 1922 tarihli Washington “Savas Zamaninda Denizaltilarin Ve Zehirli Gazlarin
Kullanimma iliskin Andlasma”, 10 Aralik 1982 tarihli Montago Bay “Birlesmis Milletler
Deniz Hukuku Sézlesmesi” bu alanda hukuki diizenlemeler getiren uluslararasi nitelikteki
sOzlesmelere Ornektir.

4 27.01.1967 tarihli “Ay ve Diger Gok Cisimleri Dahil, Uzayin Kesif ve Kullanilmasinda
Devletlerin Faaliyetlerini Yoneten Ilkeler Hakkinda Andlasma”, 22.04.1968 tarihli
“Astronotlarin  Kurtarilmasi, Astronotlarin ve Uzaya Firlatilmig Olan Araglarin Geri
Verilmeleri Hakkinda Anlasma”, 29.03.1972 tarihli “Uzay Cisimlerinin Verdigi Zarardan
Dolay1 Uluslararast Sorumluluk Hakkinda Sézlesme” bu alanda hukuki diizenlemeler
getiren uluslararasi nitelikteki s6zlesmelere ornektir.

> Giiney Kore, robotlar ve yapay zeka alaninda ilk yasal diizenlemeyi yapan iilke oldu bile.
Korea Legislation Research Institute, Intelligent Robots Development and Distrubition

Promotion Act,
http://elaw klri.re.kr/eng_mobile/viewer.do?hseq=17399&type=sogan&key=13, s.e.
24.06.2019
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2- Robotlar, Birinci Kanun’la catismadig: siirece insanlar tarafindan
verilen emirlere itaat etmek zorundadir.

3- Robotlar, Birinci ve lkinci Kanun’la catismadigi siirece kendi
varliklarini korumak zorundadir.”

Ayrica Asimov’un karsilastigi cesitli etik sorunlar neticesinde 0. robot
yasasinin da oldugunu ve robotlarin uymasi gereken yasalarin dort tane
oldugunu dile getirmistir:

0- “Robotlar, insanhga zarar veremez ya da eylemsiz kalarak insanliga

zarar gelmesine seyirci kalamaz®.”

Bu durumda 1. yasa da Asimov tarafindan revize edilmis ve

“I- Robotlar, 0. Kanun’la ¢elismedigi siirece insanlara zarar veremez ya
da eylemsiz kalarak onlara zarar gelmesine géz yumamaz” halini
almagtir.

Tek basina robot fikrinin yaraticis1 olmasa da’ robotlar ile ilgili pek cok
kavrami1 ve robotlarin uymasi gereken yasalar oldugu fikrini ortaya koymast
nedeniyle Asimov “robot edebiyati” diyebilecegimiz bilim kurgu edebiyat
tiiriiniin alt dalinin en 6nemli yazaridir. Robotlar belki de Asimov’un aktardigi
kadar basit varliklar olacaklar, fakat hukuk Asimov’un 6ngoérdiigii dort yasa
ile yetinmeyecek kadar karmasik olma egilimini saniriz ki ongoriilebilir
gelecekte de siirdiirecektir. Bu nedenle kuskusuz robotlar ve diger yapay zeka
icin mevcut kurallarin degismesi ve/veya yeni kurallar ve kavramlar
olusturulmasi gerekecektir. Her ne kadar modern hukuk i¢in, gelismelere yon
verme degil takip etme egilimi oldugu sdylenebilse dahi, ilk bilgisayarlardan
birisinin {ireticisi ve diisiincenin hesaplanmasi fikrinin dolayisiyla da yapay
zekanin fikri onciilerinden olan Gottfried Wilhelm Leibniz’in bir hukuke¢u
olmas1® biz gen¢ hukukculara yapay zekd ve robot hukukunun teknolojik
gelismelere de yon verebilecek sekilde ortaya g¢ikartilmasinda tarihsel bir
sorumluluk yiiklityor diyebiliriz.

Makalemizin konusunu ise bu hizli gelisimin etkisini gdsterdigi dnemli
alanlardan biri olan yapay zekd ve yapay zekdya sahip makinalarin
(robotlarin) nasil bir hukuki diizenleme i¢inde yer alacagi sorunu olusturuyor.
Bu noktada oncelikle robot ve yapay zeka kavraminin hukuki tanimini

6 0. yasa ile ilgili baskaca kaynaklar olsa da biz yasay1 Asimov, s. 231°den kullandik.

7 Richards, N.M./Smart D.W.: “How should the law think about robots?”, We Robot 2012,
Inagural Conference on Legal and Policy Issues Relating to Robotics, April 21-22, 2012,
s.12,

http://robots.law.miami.edu/wpcontent/uploads/2012/03/RichardsSmart_HowShouldTheL
awThink.pdf, s.3-4. (Erisim: 29.05.2018).

8 Say, C.: “50 Soruda Yapay Zeka”, Bilim ve Gelecek Kitaplig, Istanbul 2019, s. 15 vd.

796



Ankara Uni. Hukuk Fak. Dergisi, 69 (2) 2020: 793-833 Robotlarm Hukuki ve Cezai Sorumlulugu...

yapmaya ve hukuk ve ceza sorumluluklar1 noktasinda temel robotik hukukun
nasil olmasi gerektigini agiklamaya calisacagiz. Bu aciklamalarimizda ise
amacimiz kavramlarn tilketmek degil kendimiz dahil yeni ¢aligmacilara bu
alanda olabilecek sorunlar ve ¢oziimleri agisindan fikir vermek ve yeni
caligmalara kap1 aralamak olacaktir.

1. ROBOT VE YAPAY ZEKA NEDIR?

Eskiden sadece bilimkurgu yazarlarmin hayali olan yapay zeka,
giiniimiizde artik heniiz emekleme asamasindan bir bebek. Yiiriimeyi,
konusmayi, anlamayi, anlatmayi Ogreniyorlar su donemlerde. Giinliik
hayatimiza girip yavas yavas hayatimiza dahil olmaya da basladilar. Heniiz
Holywood filmlerindeki veya bilim kurgu eserlerindeki hayali diinyalardan
uzagiz belki ancak bilim adamlariin agiklamalari, diisiinen, karar veren,
hukuki islem yapabilen, sorumluluk tistlenen mantikli makinalarin bizden ¢ok
da uzaklarda olmadigini gosteriyor.

Robotun ve yapay zekdnin hukuki ve cezai sorumlugunu tartismadan
once bunlarin ne oldugunu ve birbirlerinden ne gibi farklar1 oldugunu
aciklamamiz yerinde olacaktir. Bu aciklamadan sonra ise, her ikisini de
kapsayan c¢oziimler bulunup bulunamayacagimma deginmek gereklidir
kanaatindeyiz.

Robotun ve yapay zek@nin ne oldugunu agiklamadan 6nce zeki bir
varligin ne oldugunu agiklamamiz gerektigi ortadadir. Bir varligin zeki olarak
tanmimlanabilmesi icin bes gdsterge oldugu 6ne siiriilebilir’. Bu gostergeler ise;
iletisim kurabilme, igsel bilgiye sahip olma, dissal bilgiye sahip olma, amagsal
hareket edebilme ve yaraticilik olarak sayilabilir'®. Zeki varhgin tanimimi
yaptiktan sonra yapay zekdli varligim tanimini yapmak nispeten
kolaylasmaktadir. Bu tanim1 yapmadan 6nce, yapay zeka kelimesinin ilk kez
2 Eyliil 1955 tarihinde John McCarthy 6nderligindeki bir ekip bilim insani
tarafindan ¢agrist yapilan ve 1956 yazinda Amerika Birlesik Devletlerinin
New Hampshire eyaletinde gergeklestirilen on kisilik bir akademik ¢alistayin
cagri metninde kullanildigini gériiyoruz''. Baska birinin yonlendirmesine
ihtiya¢ duymaksizin yani otonom olarak faaliyet gosteren ve organik olmayan,
iiretilmesini insan veya baska bir yapay zekanin sagladigi zeki varliklar yapay

° Hallevy, G.: “The Criminal Liability of Artificial Intelligence Entities - From Science
Fiction to Legal Social Control”, Akron Intellectual Property Journal, 2010, 4:171-201,
s.175 vd.

Diilger, M.: “Bir Hukuk-Kurgu Denemesi: Yapay Zekali Varligin Hukuki Sorumlulugu
(Olabilir Mi?)”, Hukuk ve Otesi Dergisi, 2017, 1. 4-10, s. 7.

1 Say, s. 85.
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zekadir. Bu tanim igerisinde yer alan organik olmayan ibaresi, gliniimiiz
teknolojisinin sinirlariyla alakalidir, 6ngoriilebilir olmayan gelecekte mikro
islemciler yerine, gri madde veya herhangi bir organik materyal kullanilan
zeki varliklar {retilmesi halinde tanimimizi tekrar gézden gecirmemiz
gerekecegi asikardir. Fakat giiniimiiz ve Ongoriilebilir gelecegin teknolojik
kisitlart ile bu miimkiin olmadigindan tanimimiz1 bu sekilde yapmanin uygun
olacagi kanaatine ulastik. Yapay zekay1 bir makine degil bir bilim dal1 olarak
degerlendiren ve; “dogal sistemlerin yapabildigi her bilissel etkinligi yapay
sistemlere, daha da yliksek basarim diizeylerinde nasil yaptirabilecegimizi
inceleyen bilim dalidir”'? seklinde tanmimlayan bir gériis de mevcuttur.

Cagimizda yapay zekayi, dar (zayif) yapay zeka ve genis (giiclii) yapay
olmak iizere iki alt1 tiire ayirmak olanaklidir. Zayif yapay zeka, kendi
kendisinin bilincinde olmayan, programcilari tarafindan yazilan kodlarda gore
hareket edip buna gore tasarimlanmis fonksiyon donanim ve yazilimlardan
olusurken, gelecegin vaadi olan gii¢lii yapay zekaysa insanin yapabilecegi tim
zihinsel faaliyetleri geceklestirebilen diisiinen makinalar1 tanimlar'®. Bugiin
insanlhigin biyoteknoloji yoluyla ulastiklarinin, ulasabileceklerinin belki de
cok daha fazlasina uzak gelecekte giiclii yapay zekaya sahip makineler, daha
hizli ve kapsamli bir bicimde kendi programlarim1 degistirmeyi
basardiklarinda ulasabilirler'®. Zayif yapay zeka, iginde bulundugumuz zaman
diliminde hayatimiz1 etkilemektedir ve hukuk sistemlerinde nasil yer
alacagmin degerlendirilmesi hukukun teknolojik gelismelere ayak
uydurabilmesi igin bir zorunluluk olarak karsimiza ¢ikmaktadir '°. Buna
karsin, gii¢lii yapay zekanin gelecegin hukukuna olast etkileriyse heyecan
verici giincel birgok konuyla ilgili felsefi tartismalar tetiklemekte. Cilinkii
yapay zekanin kisa vadedeki etkisi onu kontrol edene bagliyken, uzun
vadedeki etkisi kontrol edilip edilemeyecegine bagh olacak'®; bdylelikle her
iki durumda da hukuksal diizenlemelere gereksinim duyulacaktir.

Zeki varligin ve yapay zekanin ne oldugunu tanimladiktan sonra robotun
ne oldugunu agiklamak kismen kolaylagsmaktadir. Kanaatimizce robotun
tanimin1 yapmadan 6nce kelimenin etimolojik kdkenini incelememiz faydali
olacaktir. Robot kelimesinin Cek yazar Karel Capek tarafindan R.U.R isimli
oyununda kullanildigin1 belirtmistik, yine bu noktada robot kelimesinin yapay
zeka kelimesinden dnce kullanildiginin da tespitini yapmak yerinde olacaktir,

12 Say, s. 83.

13 Goodman, M.: Gelecegin Suglari, Istanbul 2016, 5.455 ve 464.
14 Kurzweil, R.: Insanlik 2.0, Alfa, Istanbul, 2018, s.49.

5 Goodman, s.464.

16 Goodman, s.465
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yazar robot kelimesini Cekge roboti kelimesinden tiiretmistir'’. Bu kelime ise
Tiirkceye en yakin cevirisiyle kdle emegi anlamina gelmektedir. Bu noktada
robotun tanimina giden ilk yap1 tagina kelimenin kdkeninde rastladigimizi ve
robotlarin ¢aligmak i¢in iiretilen varliklar olarak degerlendirilmesi gerektigini
gormekteyiz. Yine bu calismanin fiziksel diinyada hareket ederek ve fiziksel
diinyay1 etkileyerek yapilmasi gerektigi de en azindan bilimkurgu robotlar
icin tartismasizdir. Insanin da esasinda bir otonom robot oldugu ileri
stiriilmiistiir'®. Fakat robotlarm temelde insanlar taklit ederek, insana dzgii is
ve davraniglar1 yapmak tlizere programlandiklar diisiiniiliirse bu tanimlamanin
cok da isabetli olmadig1 goriilebilecektir. Richards ve Smart’in bu verilere
dayanarak ortaya cikardigi tamim ise: “Biyolojik olarak canli olmayan,
iiretilmis ve fiziksel ve zihinsel ozellikler gosteren seye robot denir'®”
seklindedir. Robot ile ilgili bagkaca tanimlara ulagsmak da miimkiin, 6rnegin
Birlesmis Milletlerin 2005 tarihli Robot Bilim raporunda robot, “kismen veya
tamamen otonom olarak isleyen, ya da programlanabilen makine” olarak
tanimlanmaktadir?®. Fakat hukuken yaptiklarmdan belirli dlgiide sorumlu
tutulacak bir robotun taniminin igerisinde, Birlesmis Milletlerin taniminin
icerisinde yer alan “kismi otonom isleyen makinalarm” yer almamasi
gerektigi hukuk diinyas1 agisindan ¢ok tartismali degildir. Esas tartismali olan
ve tanimini yapmaya ¢alistigimiz robot ise, bir hareketi tamamen yaptiklarinin
sonucunu Ongodrerek ve kendi istegi ile gerceklestiren makinelerden ibarettir.
Bu durumda bizim robot tanimi i¢in Onerimiz, “fiziksel diinyada varlig1 ve
etkisi olan, calismasit icin insanlarca veya baska robot veya yapay zekali
varliklarca kontrol edilmesine ihtiya¢ duymayan, iiretilmis, yapay zekal
varlik” seklinde olacaktir. Bu noktada ayrica belirtmemiz gereken 6nemli bir
husus ise, robotun fiziksel diinyada bir varlig1 ve etkisi olmasi zorunludur
lakin yapay zeka sadece elektronik ortamda var olan ve faaliyet gosteren bir
varlik olabilir. Belirtmemiz gereken bir diger husus ise, her robotun mutlaka
yapay zekali bir varlik oldugunu fakat her yapay zekali varligin robot olarak
tanimlanamayacagini gercegidir.

Robotlarm ve yapay zekali varliklarmm ne olduklar1 konusu gorece
tartismali olsa da onlarin neler yapabilecekleri konusu ¢ok tartigmali degildir.

17 Richards/Smart, s. 4.

18 Say, s. 45.

19 Richards/Smart, s. 6.

Pagallo, U.: The Laws of Robots, Law,Governance and Technology Series, Volume
10, Springer 2013, s.2’den akt: Bozkurt-Yiiksel, A.E.: “Robot Hukuku”, Tiirkiye Adalet
Akademisi Dergisi, Y1l:7, say1. 29, s. 87.

799



Ozgiir TASDEMIR, U. Vefa OZBAY, B. Onur KIRECTEPE  Ankara Uni. Hukuk Fak. Dergisi, 69 (2) 2020: 793-833

Yapay zeka bugiine kadar kimi ilging kimi ise rahatsiz edici olan pek ¢ok
habere konu olmustur ve gelecekte bu haberlerin artacagi asikardir.

Yapay zekali varliklarin simdiye kadar yaptiklar: arasinda, Harry Potter
hikdyesine fan-fiction yazmaktan *', Arap Bahari gibi sosyal agidan
ongoriilmesi ¢ok gli¢ olan ve pek ¢ok iilkeyi etkilemis olan olaylari tahmin
etmeye”, aralarinda iletisim kurmak icin yeni bir dil gelistirmeye®, hukuk
uygulamasi yapmaya®* ya da baska yapay zekali varliklar iiretmeye® varan
genis bir yelpaze bulundugunu gézlemlemekteyiz. Yapay zekanin yaptiklar
bunlarla smirli degil elbette, hatta artik iireticilerinin amacladiklarinin
Otesinde ve Ongorillemeyecek seyler yapmaya baglamalari, ileride
yapabileceklerine de 151k tutuyor. Vurgulamamiz gereken 6nemli bir husus
ise, her ne kadar ¢ok ciddi gelismeler yasanmis olsa dahi, bir makinanin
zekasini 6lgmek icin gelistirilen Turing Testini basariyla gecebilen yapay bir
varhigin bulunmadigidir®®.

Yapay zekanin elektronik diinyadaki basarisi, fiziksel diinyadaki
kuzenleri robotlar i¢in yeni ufuklar agsa da simdilik insanin miihendislik
becerileri nedeniyle robotlar daha az sansasyonel seyler basarabilmis
durumdalar. Yerden yiik kaldirip, kendilerine yoneltilen her tiirlii koti
davranisa ragmen kibarliklarindan 6diin vermeden islerini yapma becerileri
takdire sayan olsa da ?’ halihazirda robot olarak tanimlayabilecegimiz
varliklar, siiriiciisiiz otonom arabalar®®, ¢6p toplayan ve geri doniisiim yapan
robotlar®, robot elektrik siipiirgeleri®, insansiz hava araglarr®' gibi daha az
iddial1 seylerden ibaret. Fakat miihendislik becerilerimiz ve yaraticiligimiz
arttikga, insanlar i¢in zor, ¢ok zaman alan veya tehlikeli islerin robotlar
tarafindan yapilacak hale gelecegi tartismasiz. Hatta Giiney Kore tarafindan,
Kuzey Kore ile sinir hattinda kullanilan asker robotlarin varligindan dahi

21 https://medium.com/deep-writing/harry-potter-written-by-artificial-intelligence-8a9431803da6,
(Erigim: 29.05.2018)

22 http://www.bbc.com/news/technology-14841018, (Erisim: 29.05.2018)

23 http://bgr.com/2017/07/31/facebook-ai-shutdown-language, (Erisim: 29.05.2018)

24 McCarty, L.T.: “Reflections on Taxman: An Experiment in Artificial Intelligence and

Legal Reasoning”, Harvard Law Review, 1977, s. 837-893.

https://futurism.com/googles-new-ai-is-better-at-creating-ai-than-the-companys-engineers,

(Erisim: 29.05.2018)

26 Say, s. 84.

27 https://www.bostondynamics.com/atlas, (Erisim: 29.05.2018)

28 https://waymo.com/journey , (Erigim: 29.05.2018)

29 http://odturobotgunleri.org.tr/tr/pages/cop-toplayan, (Erisim: 29.05.2018)

30 Richards/Smart, s.7.

31 http://odturobotgunleri.org.tr/tr/pages/otonom-insansiz-hava-araci, (Erisim: 29.05.2018)
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bahsedilmekte®?. Bu noktada tartisma zaman konusunda olmaktadir, 2020 ila
2050* yillar1 arasinda her evde en az bir robot olacag fiitiiristlerin {izerinde
uzlagtiklart bir konu. Sahsi 6ngdriimiiz ise robotlarin, bebek bakiciligindan,
sokaklarin temizlenmesine, madencilikten, bizim yerimize veya bizimle
birlikte savasmaya ve hatta yine bizimle beraber veya tek baglarna uzay
arastirmalari ylriitmeye varacak cesitlilikte ve zorlukta isleri pek de zahmet
¢ekmeden yapacaklart yoniindedir.

Robotlar ve yapay zekali varliklar i¢in ¢esitli hukuki diizenlemeler
halihazirda yapilmaya baslanmistir. Bu diizenlemeler, Biiyiikk Britanya,
Amerika Birlesik Devletleri, Japonya, Giliney Kore ve Avrupa Birligi
onciiliigiinde yapilmaktadir**. Bu hukuki diizenlemelerin bir kismi mevcut
yasal diizenlemeleri robotlar1 da kapsayacak sekilde genisletmekte, diger bir
kismi1 ise robot direticilerinin tiretim siireci ile ilgili sorumluluklarin
diizenlemektedir.*> Bu baglamda robotlarin hukuki statiisiinii diizenlemek
yerine ikincil diyebilecegimiz alanlarin diizenlendigini sdyleyebiliriz. Bu
durumun istisnasinin ise Giiney Kore oldugunu ve dogrudan robotlarin ve
yapay zekanin statiisiinii diizenlemeye yonelik ilk yasay1 yliriirliige sokan iilke
oldugunu tekrar belirtelim.

Robotlarin ve yapay zekali varliklarin, 6grenerek ve kendi iradeleriyle
hareket ederek gergeklestirdikleri fiillerden dolayr hukuki ve cezai
sorumluluga katlanip katlanmayacaklari, katlanacaklarsa ne 6l¢iide ve nasil
bir kusur neticesinde sorumlulugun yiiklenilecegi veya katlanmayacaklarsa bu
fiilden kimlerin hukuki ve cezai sorumlulugu dogacagi hukuken esas cevaba
muhta¢ konudur. Bu soruya yanit aradigimizda bizim karsimiza yaptigimiz
incelemeler neticesinde ii¢ farkli goriis ¢ikmaktadir.

Bu yanitlardan ilki, giiniimiiz hukuk &gretisinin klasik insan-esya
ayriminin 6nerdigi, robot ve yapay zekali varliklara egya gibi davranilmalidir
yanit1 olmaktadir®®. Bu yanitin dzellikle kendi kararlarini tamamen kendisi
iradi bir sekilde alan bir robot veya yapay zeka icin gegerli olamayacagi
ortadadir. Glinlimiiz hukuk 6gretisinin, iradi bir sekilde karar alan varlik
olarak sadece insan1 belirlemesinin yetersizligi bizim gibi hukukcular baska
yanitlar aramaya yoneltmistir.

32 Say, s. 143.

3 Diilger, s. 7.

Ersoy, C.: Robotlar, Yapay Zeka ve Hukuk, Istanbul 2018, s. 37 vd.
Ersoy, s. 38.

¢ Diilger, s. 9.
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Bu siiregte ikinci yanit olarak siber hukukun belirli 6l¢iilerde robot
hukukunda da uygulanabilir oldugu ve yol gosterici olarak degerlendirilmesi
gerektigi goriisii on plana cikmistir’’. Ikinci goriis basta her iki alanin da
teknolojinin bir sonucu olarak ortaya ¢ikmasindan oOtiirii mantikli olarak
degerlendirilebilir olsa da, siber hukukun icerisinde olan fikri miilkiyet veya
siber suclar gibi konularda giiniimiiz hukukunun esya yaklasimi dogal olarak
agir bastig1 i¢in robot hukuku alaninda uygulanmasinin uygun olmadigi
kanaatindeyiz.

Arastirmamiz neticesinde karsimiza ¢ikan liglincii goriis ise, giiniimiiz
hukuk doktrininin digina ¢ikilmasi ve yapay zekali varliklara insan benzeri
haklar ve sorumluluklar verilmesi gerektigi yoniindeki goriistiir’®. Her ne
kadar yapay zekali varliklara ¢esitli hak ve sorumluluklar verilmesi
konusunda bu goriis ile hemfikir olsak da biz gilinlimiiz hukuk doktrininin
dismma ¢ikmadan bu doktrinin temeli niteligindeki Roma hukukunda
yasadigimiz bu sorun i¢in halihazirda esya-insan ikileminin alternatifi olarak
uyarlanabilir nitelikte bir ¢6ziim oldugu kanaatindeyiz.

2. YAPAY ZEKAYA SAHIiP MAKINALAR iLE KOLELIiK
KAVRAMININ iLiSKiSi, KOLELIK KAVRAMI VE
KOLELIGIN TARIHSEL KOKENi

2.1. YAPAY ZEKA iLE KOLELiK KAVRAMININ iLiSKiSi

Insan zekasindan ayirt edilemeyecek seviyede bir yapay zekanin insan
hayatina dahil olacagi asikar. Ancak bu katilimin insanlik i¢in nasil bir sonug
doguracagi konusu heniiz netlik kazanmis degil. Elon Musk, Stephan
Hawking gibi isimler yapay zek&nin insanligimm gelecegi icin olumlu
olmayacag1 goriisiindeler. Insan zekdsim gegen, kendi gibi makinalar
iiretebilen ve kendini gelistirebilen robotlarin insan denilen varligin diinyaya
zararlt oldugu fikrine kapilip insanoglunu diinyadaki tahtindan edebilecegi
diistincesi ¢ogu bilim adaminin kébusu. Ancak yapay zeka tehdidi baska bir
makalenin konusu. Bizim makalemiz ise islerin yolunda gittigi ve yapay zeka
sahibi makinalarin insanin yardimcisi olarak kabul gordigii bir diinyada,
yapay zekanin hukuki agidan nasil degerlendirilecegine dair.

Diisiinen, kendi kararlarini alabilen, insan faaliyetlerini yerine getirebilen
s0z konusu yapay zeka sahibi makinalarin hukuki bakimdan ne sekilde
degerlendirilecegi (kisi sayilip sayilmayacagi, hak ehliyeti ya da fiil ehliyeti
sahibi olup olmayacagi veya sorumluluklar bakimindan nasil

37 Richards/Smart, s. 13 vd.
33 Diilger, s. 9.
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siniflandirilacagi) konulari ileride insanli§in ¢d6zmesi gereken en onemli
problemlerden birisi. Bu problem, mevcut kanunlardaki temel haklarin
tamamen insanlar i¢in diizenlendigi diisiiniilerek yepyeni diizenlemeler
gerektiren, taze bir problem olarak algilanabilir. Bu yiizden biraz da tabii
hukuk doktrinine atif yapilarak insan aklinin bu problemi sifirdan ele almasi
ve gerekli diizenlemeleri yapmasi gerektigi savunulabilir®. Ancak tarihgi
hukuk okulunun da savundugu gibi hukuk tarihsel bir gelisimin sonucu ve
tarihin bigimlendirdigi bir kiiltiirdiir*’. Bu yiizden kanimizca bu problemin
¢Oziimii gecmiste aranmalidir ve yine bizce ¢6ziim Roma hukukunda
saklidir*'.

Roma hukuku giiniimiizde bir iki istisna haricinde hicbir tilkede dogrudan
uygulanan bir hukuk degildir. Ancak hi¢ tartigmasiz gliniimiiz 6zel hukuk
sistemlerine etkisiyle yasamaya, 6gretilmeye ve tartisilmaya devam etmekte
ve Ozel hukuk s6z konusu oldugunda pek c¢ok hukuk¢unun yolunu
aydmlatmaktadir. Giinlimiizde yasayan pek c¢ok hiikmiin de kaynagi Roma
hukukundadir. Ancak elbette Roma hukukundaki her sey yasamaya devam
etmemistir. Kolelik ile ilgili diizenlemeler veya mancipatio®, stipulatio® gibi
kavramlarmn giiniimiizde bir hilkmii kalmamistir*. Kanimizca, basta borglar
hukuku olmak iizere bir¢ok hukuk dalinda mikemmellige ulasmis ve
giiniimiizii etkilemis Roma hukukunun bu “yasamayan” diizenlemelerinden
bir tanesinin gelecegi etkilemesi oldukca olasi. S6z konusu diizenlemeler
elbette koleler ile ilgili.

3917. ve 18. yiizyillarda Almanya’da dogmus bir akim. Bu akima hukukun insan aklinin
gereklerinden dogdugunu kabul etmis ve gegmis geleneklerle bagini reddetmistir. Tabii
hukuktan yana olanlar gegerli olan 6zel hukukun akla dayanan tabii hukuk diisiincesiyle
kusursuz bicimde diizenlenebilecegi inancindadir. insan aklinin dogasi geregi insan iyiyi ve
kotiiyii ayirt edebilir. Bu yiizden hukukun gelismesi yasa koyucunun akla dayanan iradesine
dayanmalidir. Gériisiin en 6nemli temsilcisi Hugo Grotius’tur. Karadeniz-Celebican, O.:
Roma Hukuku, Ankara, 2016, s. 85 vd.

En onemli temsilcisi Savigny olan bu okul; hukukun kanun koyucunun faaliyeti ile
yaratilamayacagini, tipki dil, gorenek ve toreler gibi toplumun ruhundan dogdugu fikrini
savunur. Pandekt hukuku da tarih¢i hukuk okulunun devami sayilabilir. Karadeniz-
Celebican, s. 86; Kiiciik, E.: “XII. Yiizyll Ronesansi ve ‘Yeniden Dogan’ Roma’y1
Giiniimiize Baglayan Son Halka. Pandekt Hukuku” Ankara Universitesi Hukuk Fakiiltesi
Dergisi, 2007, 56/4:s. 118.

4! Roma hukuku; M.0O 753 —M.S. 565 yillar1 arasinda Roma topraklarinda uygulanan hukuktur.
Roma hukuku bugiin &zellikle Kita Avrupasi’nda yiiriirliikte olan birgok 6zel hukuk
sistemine ve bunlarin ana kurallarinin biiyiik bir kismina kaynak olmustur. Karadeniz-
Celebican, s. 5.

Roma hukukunda miilkiyetin devren kazanma yollarindan birisi.

Latince bir soru sorulmasi ve buna cevap verilmesi ile meydana gelen Roma sozlesmeler
sisteminde dnemli yeri olan sozlii sdzlesme.

4 Villey, M. (Cev: Tahiroglu, B.): Roma Hukuku Giincelligi istanbul 2010, s. 145.
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Gergekten de robotlar degerlendirirken tarihte karsimiza ¢ikan en uygun
eslesme kolelerdir. Bu eslesmenin en biiyiik dayanagi ise hem kdlelerin hem
de yapay zeka sahibi robotlarin diisiinebilen birer mal (ayin) olarak kabul
edilebilmeleridir. Hem robot hem de kole kavrami “zeka sahibi egya” olarak
degerlendirilebilir. Makalemizde Oncelikle kolelik kavrami ve tarihgesi
ilgilenecek, Roma hukukunda kdélenin hukuki durumundan bahsedilecek ve
ardindan robotlarin neden kdle olarak degerlendirilebilecegi agiklanacaktir.

2.2. KOLELIiK KAVRAMI VE TARIHCESI

Latincesi servus olan kole kelimesi hukuken bir kisi degil mal sayilan ve
status libertatis ten (hiirriyet durumu) yoksun olan insan anlamini tagir®.
Koleligin karsit1 olan 6zgiirlik ise bir kimsenin zorlamalarla veya kanunla
kisitlanmadikea istedigini yapabilmesi olarak tanimlanmistir®.

Cagimizda gesitli sekillerde kolelikten bahsedilebilecek olsa da (modern
kolelik vs.) ilk gaglardaki anlamda kélelik s6z konusu degildir. Ilk gaglarda
kolelik biitiin kavimlerde ortak bir kavramdi ve koélesiz bir toplum
diisiiniilemezdi. Kolelik kurumu eski caglarin iktisadi ve sosyal sisteminin
temelini olusturdugu bilinmektedir. Eski ¢aglarda Roma’da da durum ayniydi.
Tarim alani, maden ocaklarinin isletilmesi, demircilik, marangozluk ve
benzeri isler, gemicilik ve ticaret hayatimin biiylik bir kismi, kolelerin
calismasina dayamiyordu ¥’ . Gerci s6z konusu eski zamanlarda biitiin
insanlarin esit oldugu fikrine dayanarak kolelik kurumumun elestirildigi ve
kiandig1 goriilmekteyse de, bu elestirileri ve kinamalar1 yapanlarin bile
kolesiz bir toplum diislemedigi, sadece kolelere kotli davranilmamasi
gerektigi sonucuna ulastiklart anlasgilmaktadir ** . Ornegin Stoaci filozof
Seneca kolelere insanca davranilmasi gerektigini ¢iinkii tim insanligin bir
oldugunu savunmustu. Ama daha da ileri gitmiyordu, koélelik kuramin
elestirmiyordu ** . Ustiin insancil nitelikleri ile bilinen Miisliimanlik,
Hristiyanlik gibi biiyiilk dinlerde bile sadece kolelere iyi davranilmasi
ogiitlenmis, koleligin kaldirilmasi diisiincesi ortaya atilmamistir™.

45 Umur. Z.: Roma Hukuku Liigati, istanbul 1975, s. 194.

4 Buckland, W.W.: The Roman Law of Slavery, Cambridge, 1908, s. 1; “Libertas est naturalis
facultas eius quod cuique facere libet, nisi si quid vi aut iure prohibetur.” D. 1.5.4 pr.

47 Visky, K. (Cev. Tahiroglu, B.): “Roma Hukuku’nda Kélelik ve Serbest Meslekler”,
Istanbul Universitesi Hukuk Fakiiltesi Dergisi, 1974, C.40, s. 44.

4 Umur, Z.: Roma Hukuku Ders Notlar1, Istanbul 1999, s. 157; Karadeniz-Celebican, s. 129.

4 Jones, P. (Ceviren: Sezer, F.): Geldim Gordiim Yendim — Romalilar Hakkinda Bilmek
Isteyeceginiz Her Sey, Istanbul 2016, s. 166.

50 Ancak dinlerin bu konuda hig hassasiyet gostermedigini diisiinmek yanlis olacaktir. Ozellikle
Islamiyet kélelerin hiirriyetlerine kavusmalar1 icin pek gok yol ortaya koymus, kéleligin
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Roma hukukunda kélelik s6z konusu oldugunda ise lus Gentium®" ile Ius
Naturale®* arasinda bir catisma oldugu gozlemlenmektedir™. Unlii Romal
Hukukgu Gaius; kolelerin sahiplerinin hakimiyeti altinda bulundugunu, bunun
Ius Gentium'a ait bir hakimiyet oldugunu sOylemistir. Gaius’a gore biitiin
milletlerde kole sahiplerinin kdleleri tlizerinde hayat ve 6liim hakkina sahip
olduklar1 aciktir’®. Buna karsin Digesta metninde ise; koleler bir kisi olarak
kabul edilmese bile tabii hukuka gore biitiin insanlarin esit oldugu kabul
edilmistir®®. S6z konusu aykirilik Jus Gentium ile Ius Naturale arasindaki
ender aykiriliklardandir.

Bu bilgiler 1s1¢inda Roma’da dahil olmak iizere eski zamanlarda
uygarliklarin; insanlarin hepsinin esit oldugu gercegini bildigi ancak
ekonomik ve sosyal nedenlerle bu bilgiyi gbz ardi etmeyi tercih ettikleri
sonucuna ulasabiliriz. Boylece kolelik kurumu belirli toplumsal ve iktisadi
iligkiler sonucu ortaya ¢ikmis, eski ¢cagin iktisadi ve sosyal sisteminin temeli
olarak kabul gérmiis ve ¢ok ucuz bir emek olarak eski zamanlarin ekonomik
yasaminda isgiicii ihtiyacini karsilamigtir™.

kaynag1 olarak ise yalniz o devrin vazgecilemeyen savaslarini ve dogumu kabul etmistir.

BozKkurt, G.: “Eski Hukuk Sistemlerinde Kolelik”, Ankara Universitesi Hukuk Fakiiltesi

Dergisi, 1981, C.38, s. 66.

Evrensel hukuk, kavimler hukuku. Bir kavmin kendisi i¢in ve kendi zihniyetine uygun

olarak yarattig1 hukuk olan Jus Civile karsiligi, biitiin kavimler bakimindan tabii aklin tesis

ettigi ve biitiin kavimlere uygun kurallar i¢eren hukuk. Daha dar manasi ile Roma devleti
i¢inde yasayan yabancilara uygulanan hukuk. Umur, ligat, s. 100; Ayrintili bilgi i¢in bknz:

Emiroglu, H.: Tus Gentium — Kavimler Hukuku, Istanbul 2007.

2" Tabii hukuk.

33 Buckland, s. 1; Westermenn, W. L.: The Slave Systems of Greek and Roman Antiquity,
Philedelphia 1955, s. 80.

54 Gai. Ins. 1.52; BozKurt, s. 65.

3 D.50.17.32: “Quod attinet ad ius civile, servi pro nullis habentur: non tamen et iure naturali,
quia, quod ad ius naturale attinet, omnes homines aequales sunt”; Westermenn, s. 80;
Bozkurt, s. 66.

56 Tahiroglu, B.: “Roma Hukukunda Kélelik ve Serbest Meslekler”, Istanbul Universitesi
Hukuk Fakiiltesi Mecmuasi, 40 (1-4), s. 689; Bozkurt, s. 67.
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2.3. ROMA’DA KOLELERIN DURUMU
D. 4.5.3.1: ...servile caput nullum ius habet...
D.4.5.3.1: Kélenin hicbir hakki yoktur.

Yukaridaki Digesta®’ metninden de anlasilabilecegi {izere; Roma’da kdle
hukuk siijesi (6znesi) degildi. Bundan dolay1 da hak ehliyetine sahip olamaz’®,
mal edinemez, aile haklarina sahip olamaz ve evlenemezdi®’. Kolelerin
cinsiyete dayanan birlesmeleri hayvanlar ile esti’. K6le hukukun objesi yani
konusuydu. Efendisinin miilkiyetindeydi ve efendisi kole tizerinde sinirsiz bir
hakimiyete sahipti. Hukuken kole satilabilen, almabilen, diing verilebilen®!
bir mal olarak degerlendirilirdi®.

S6z konusu hukuki durumlar1 kolelerin fiili durum bakimindan her
zaman ¢ok kotii durumda olduklari anlammna gelmemekteydi. Ozellikle
kélelerin sayisinin az oldugu dénemlerde kole, en zengin Romalilar i¢in bile
kiymetli bir “mal” idi. Bu yiizden koleler aile evlatlarindan farkli bir muamele
gdrmiiyor, o ailenin bir parcas1 haline geliyordu®. Her ne kadar kéle olmanin
sebeplerinden biri olarak sayilsa da dogustan kolelik® ¢ok yaygin degildi.
Kolelerin diizenli bir aile iliskisi olamadigi-olamayacagi i¢in cocuk
biiyiitiilmesine imkan veren bir ortama ¢ogu kez sahip olamiyorlardi. Bunun

ST Corpus Iuris Civilis’in  boliimlerinden biri. Corpus Iuris Civilis, Iustinianus’un

hukukgularina yaptirmis oldugu hukuk eserlerinin biitiiniine, Ronesans devrinden itibaren
verilen isimdir. Tirk¢e’ye “Yurttaglar Hukuku Derlemesi” olarak cevrilebilir. Eser
Institutiones, Digesta, Codex ve Novellae bolimlerinden olusmaktadir. Roma hukuku i¢in
lustinianus™un derlemesinde toplanmis olan hukuk denebilir. Clinkii buradaki igerigi ile
Roma hukuku modern ¢aglar etkilemistir. Umur, Liigat, s. 50.

Roma hukukunda haklara sahip olma borg altina girme yani hak ehliyetine sahip olmanin ii¢
sarti vardi. Bunlar, 6zgiir olmak (yani kole olmamak), Roma vatandasi olmak ve baba
hakimiyeti altinda bulunmamak. Ayrintili bilgi igin bknz: Karadeniz-Celebican, s. 126 vd.
5 Di Marzo, S.: Roma Hukuku, istanbul 1959, s. 39.

60 Ornegin yakin akrabalar arasindaki cinsel iliski Roma’da sug sayilirdi ancak koleler soz
konusu oldugunda hayvanlarda oldugu gibi bu durum bir ceza gerektirmezdi. Koschaker,
P./Ayiter K.: Roma Ozel Hukuku’nun Ana Hatlar1, izmir 1993, s. 75.

Kole kullanim 6diincii sdzlesmesinin (ariyet sozlesmesi) konusunu olustururdu. Ayrintili
bilgi icin bknz; Rado, T.: Roma Hukuku Dersleri — Borglar Hukuku, Istanbul 2014, s. 55
vd.

62 Tahiroglu, B./Erdogmus, B.: Roma Hukuku Dersleri, Istanbul 2014, s. 142-143;
Buckland, s. 3; Umur, Ders Notlari, s. 159.

Aile anlamina gelen familia kelimesi belki de bu yiizden usak anlamina gelen famulus sézii
ile akrabadir. Koschaker/Ayiter, s. 76.

Roma’da kole kadinin, gerek kdle gerekse de ozgiir bir kimse ile iligkisinden dogan
¢ocuklar1 kdle sayilmaktaydi. Di Marzo, s. 36; Karadeniz-Celebican, s. 131; Umur, ders
notlari, s. 158.
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yaninda ilkel sartlardan dolay1 saglik olanaklarinin azlig1 ¢ocuk 6liimlerinin
sayisini arttirmaktaydi. Biitiin bu sebeplerden dolayr Roma’da koleligin esas
kayna@1 savaslardi. Savas tutsaklari Roma hukukuna gére kéle olurlardi®.
Roma savaglardan basarili c¢iktikca ve hakim bir devlet haline geldikge
koélelerin sayist da artti. Bu artis kolelerin degerini diisiirdii, kolelere yapilan
kotii davranislar artti. Kolelere soguk ve uzak davranilmaya baslandi .
Kolelerin en sanssizlart madenlerde ya da biiyiik tarim arazilerinde ¢aligmaya
gonderilenlerdi. Ozel bir yetenegi veya egitimi olan (doktorlar,
kiitiiphaneciler, mimarlar, 6gretmenler, miizisyenler vb.) kolelerin ise daha
kabul edilebilir bir yasantilar1 olabilirdi’.

Koéle hukuken bir esya sayilmakla beraber fiil ehliyetine sahip olmalar1
sartiyla hukuki islem yapabilecegi kabul edilmisti. Ancak kolenin yaptigi
islemin efendisini yalnizca iyilestirebilecegi, kotiilestiremeyecegi kurali kabul
edildigi i¢in; kdlenin yaptig1 islemlerden yalnizca efendisinin yararina olanlar
kabul ediliyordu. Efendinin zararina olan, bor¢ doguran islemler i¢in ise dava
acilamiyordu. Ancak bu durum efendilerin kolelerini ticari islerde
kullanabilmesine engel olmaktaydi. Bu yiizden praetorlar® tarafindan efendi
aleyhine belli kosullar altinda dava agilabilmesi yolu agildi. Bu yollardan bir
tanesi efendilerin gilivendikleri kolelerine belli bir miktar sermaye
vermeleriydi. Para veya paraca degeri olan bu sermayeye peculium adi
verilmisti. Kurala gore kole kendisine verilen sermaye iizerinde hukuki islem
yapabilecekti ve eger bir borca sebep olursa alacaklisinin praetorun tanidigi
bir dava ile efendiye dava agmasi miimkiin hale geldi. Yine praefor kdlesini
gemisinin bagma geciren veya ticari igletmesine yonetici olarak atayan
efendilerin de bu kolelerin yaptig1 islemlerden dogan borglardan sorumlu
olacagim kabul etti®. Bu bilgilerden anlasildig1 iizere efendisi tarafindan
peculium verilen bir kole elindeki sermayeden borg alip verebilmekte, gesitli
sozlesmelerine taraf olabilmekteydi’.

%5 Ayrica gesitli agir cezalara garptirilmak da aym sonucu dogururdu. Karadeniz-Celebican,

s. 131; Tahiroglu/Erdogmus, s. 143.
% Karadeniz-Celebican, s. 131; Umur, Ders Notlari, s. 158; Koschaker/Ayiter, s. 76.
7 Jones, s. 164; Di Marzo, s. 40.
% Preator devlet iktidarini fiilen kullanma yetkisine sahip bir magistraydi ve Romalilar
arasindaki hukuki sorunlan tetkik ederek hakime gonderirdi. Praetorlarin idari ve kazai
kararlarint halka duyurmak i¢in her sene yayimladiklar1 edictum’lar 6zel hukuk alaninda
biiyiik etki gostermis ve praetor hukukunun dogmasina neden olmustur. Berger, A.:
Encyclopedic Dictionary of Roman Law, Philadelphia 1953, s. 647; Umur, Liigat, s. 165.
Karadeniz-Celebican, s. 137; Tahiroglu/Erdogmus, s. 143; Umur, Ders Notlari, s. 159;
Di Marzo, s. 40.
Ornegin; “benim kolem eger hakimiyetindeki sermayeden sana verirse mutuum (tiiketim
odiincii sozlesmesi) gegerli olacaktir” ifadesi de bu bilgiyi desteklemektedir. (D. 12.1.11.2:

69

70

807



Ozgiir TASDEMIR, U. Vefa OZBAY, B. Onur KIRECTEPE  Ankara Uni. Hukuk Fak. Dergisi, 69 (2) 2020: 793-833

Koleler, her insan gibi haksiz fiil”' de isleyebilirlerdi. Islemis olduklart

haksiz fiillerden dogan zararlarin tazmini ise kolelerden bir dava yolu ile
istenebilirdi. Ancak kolenin mal varligi olmadigl i¢in bu istek bir sonug
getirmemekteydi. Bunun iizerine praeforlar, kolelerin isledikleri haksiz
fiillerden dolay1 efendilerine dava agilmasi hakki tanidilar. Efendi kolenin
isledigi fiilden dolay1 tazminat 6deyebilirdi veya koleyi magdura teslim
ederek bu borgtan kurtulabilirdi’.

2.4. KOLELERIN YAPAY ZEKAYA SAHIiP MAKINALAR
(ROBOTLAR) iLE ILISKIiSI

Roma hukukunda koélelerin durumu incelendiginde, yakin zamanda
hayatimizin bir pargas1 olacagina inandigimiz robotlarin durumunun ne kadar
da kolelere benzedigi goriilecektir. Aslinda robot kelimesi bile kdlelik ile
iligkilidir. Robot terimi ilk kez 1920 yilinda Cek bir yazarin tiyatro oyununda
kullanilmistir. S6z konusu oyunda robotlar fabrikalarda kole olarak calisan
yapay insanlar olarak gosterilmistir. Zaten “Roboti” kelimesi Cekce’de esaret,
mecburi hizmet ve angarya kelimelerini ifade etmektedir’.

Koleler ile yapay zekaya sahip olacak robotlar arasindaki benzerlik en
¢ok her ikisinin de esya statiisiinde olmas1 bakimindan ¢ikiyor. Gergekten de,
daha once de agiklandigi iizere kdleler Roma tarihi boyunca bir esya, bir mal
muamelesi gormiistiir. Kole i¢in kendi kendine diisiinebilen, karar veren,
duygulan olan bir esya tanimlamas1 yapilabilir. Tipki yapay zekaya sahip
robotlara yapilabilecegi gibi. Ki Jones da kitabinda kolelerin ne kadar degerli
oldugundan bahsederken sdyle bir benzetme yapmistir; “Koleler ¢ok
degerliydi, buna modern yasamdan bir 6rnek vermemiz gerekirse, satin
alimmasinin sebebi olan isi yapmakta basarisiz oldugu i¢in kimse biitiin giinii
bir camasir makinesini tekmeleyerek gecirmez. Yani kdleler, ayni kanepe gibi
esya ya da mal olarak siniflandirilsalar da ¢ok ciddi isleri yapmak iizere satin
alintyorlardi™.” Jones’un da degindigi gibi koleler Roma’da bir ¢amasir
makinesinden farkli olarak degerlendirilmemekteydi. Yani gesitli igleri yapan
makinalardan farksizdilar. Yapay zekali makineler hayatimiza girdiginde tipki
koleler gibi hukuki islem yapabilecek, diisiinebilecek ve insanin hizmetgisi

“Et quidem si servus meus, cui concessa est peculii administratio, crediderit tibi, erit
mutua”) Finkelman, P.: Slavery and the Law, Maryland-USA 2002, s. 431.

Bir kimseye haksiz olarak zarar verilmesi, hak ve menfaatlerinin haksiz olarak ihlal
edilmesi. Rado, s.142.

Kaser, M. (Cev. Dannenbring, R.): Roman Private Law, , Durban Butterworths, 1965, s.
1; Umur, Ders Notlari, s. 161.

73 Bozkurt-Yiiksel, s. 86.

74 Jones, s. 164.
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olarak varligim siirdiiriip alinip satilabilecekler. Bu bakimdan tarihte aym
anda hem res (esya — mal) hem de persona’ 6zelligini tasiyan kolelerin
teknolojik akrabalar1 olarak degerlendirilebilirler.

Roma hukuku 6zellikle kita Avrupasi’nda yiiriirlilkte olan bir¢ok 6zel
hukuk sistemine kaynaklik etmis, kokli bir hukuk sistemdir. Hukuk
kurallarinin tarihsel gelisim sonucu olustugu diisiincesi benimsenirse Roma
hukukunun koskoca bir imparatorluga yeterli olabilmis ¢6ziim yollarinin;
giiniimiizdeki durumlara 151k tutmas1 hi¢ de imkansiz degildir. Kanimizca
tarihte esya olarak smiflandirilip da insana iliskin hukuk baslig1 altinda da
degerlendirilen kolelere uygulanmis hukukun, giiniimiiziin koleleri olarak
degerlendirilebilecek robotlara da uygulanmasi miimkiin ve gereklidir.
Ozellikle de Borglar Hukuku alaninda robotlarin sahipleri i¢in yaptigi
islemlere yonelik diizenlemeler yapilirken Roma hukuku 6rnek alinmalidir.

2.5. UYGULAMADA KARSILASILABILECEK DURUMLAR

Gilinlimiizde yapay zeka heniiz giriste bahsettigimiz bilimkurgu eserleri
seviyesinde olmasa da ¢esitli akilli teknolojiler coktan hayatimizin bir pargasi
oldular. Akilli telefonlar girdi dnce ceplerimize, sonra mutfaklarimizda,
banyolarimizda yillarca basit calisma prensipleri olan aletler olarak bildigimiz
beyaz esyalar akillandilar. Simdi de giindemde, ¢ocuklugumuzun dizilerinden
Night Rider 7° "daki K.LT.T’i aratmayacak siiriiciisiiz otomobiller var.
Gozlemledigimiz gelismeler gdsteriyor ki robotlarin insanlarla iligkilerinden
(ve hatta birbirleriyle iliskilerinden) hukuki islemlerin, dolayisiyla hukuki
sorunlarin dogacag giinler uzakta degil. Cikabilecek sorunlar mevcut kanun
ve diizenlemelerle kismen de olsa ¢oziimlenebilir gibi goriinse de robot
sayisinin, kullanim alanlarmin ve amaglarinin artis1 ile robotlara iliskin
kanunlara ihtiya¢ olmast kuvvetle muhtemeldir. Ayrica unutulmamalidir ki
mevcut hukuki diizenlemelerin 6znesi insandir. Bu yiizden de séz konusu
diizenlemeler bilingli olarak hareket edebilme yetisine sahip makinalarin
hukuki ihtiya¢larini bir yerden sonra karsilamayacaktir.

Robotlara iliskin diizenlemeler yapilirken de ortaya ¢ikacak ilk sorun bu
yapay zeka sahibi makinalarin ne olarak degerlendirilecegi sorunudur. Biz bu
sorunun Roma hukukundaki kole kavramini ve kolelere 6zgii diizenlemeleri

75 Romalilarin persona kavrami giiniimiizdeki kisi kavramindan hak ehliyeti olmayan koleleri
de ele almasi bakimindan daha genis kapsamli, tiizel kisileri ele almamas1 bakimindan ise
daha dar kapsamli olarak degerlendirilir. Karadeniz-Celebican, s. 125.

76 David Hasselhoff’un bagroliinde oldugu 1982-1986 yillarn arasinda yaymlanmis, insan
zekasima sahip konusabilen bir arabanin, bir adama sugla miicadelesinde yardimc1 olmasini
konu alan televizyon dizisi.
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kiyas yoluyla bu akilli makinalara uyarlanmasi taraftartyiz. Ornegin, yapay
zekali makinalarin hak sahibi olup olamayacaklar1 doktrinde tartismali bir
konu ve ¢oziilmesi gereken bir sorundur”’. Makinalara Roma’nimn kélelere
verdigi statii taninirsa bu konu iizerindeki belirsizlik aydinlatilabilir. Soyle ki
bu yapay zeka sahibi makinalar mal olarak sayilabilir yani hak ehliyetine sahip
olmayacaklar1 kabul edilebilir. Bdylece bu makinalar hak sahibi olamaz ve
bor¢ altina giremezler. Yani kisi olarak degerlendirilmezler. Ancak tipki
koleler gibi akla ve iradeye sahip olduklarindan bir takim hukuki islemler
yapabilmelerinin 6nii ag¢ilabilir. Bu yiizden robotlara hak ehliyetine sahip
olmasalar bile hukuki islem yapabilme ehliyeti taninabilir. Elbette hak
ehliyetine sahip olmadiklart i¢in yapacaklar1 hukuki islemlerden dogacak
haklar kendilerine ait olmayacaktir. Bu haklar tipki Roma’da oldugu gibi,
“kolenin kazandig1 her sey efendi igin kazanilmistir”®” kuralma dayanarak
dogrudan dogruya makinenin miilkiyetine sahip olan kisiye aktarilabilir.
Baska bir deyisle makinalarin yaptig1 islemlerden dogan haklar sanki kendisi
islemi yapmig¢asina makinanin sahibine ait olabilir.

Yukarida bahsedilen kural yalmzca koélelerin kazanimlan ile ilgilidir.
Eger bir makine hukuki islem yapabilecekse bu islemden zaman zaman hak
kazanabildigi gibi zaman zaman da bor¢lanmasi s6z konusu olacaktir. En
basitinden bizler i¢in evin ihtiyaglarmi bilerek internet lizerinden aligveris
islemi yapan bir makine diisiiniirsek, alim satim s6zlesmesi iki tarafa borg
yiikleyen bir islem oldugundan makinanin bor¢lanmasi da s6z konusu
olacaktir. Bu durumda yine Romalilarin koéleleri i¢in bulduklart ¢oziime
basvurulabilir. Romalilar giivendikleri kolelerine, onlart belli islerde
calistirabilmek i¢in bir miktar sermaye verirlerdi. Daha 6nce de deginildigi
iizere bu sermayeye peculium adi verilirdi. Hak ehliyeti olamayan kolelerin
bu sermayeyi kullanabilmek, bu sermayeye yonelik c¢esitli islemler
yapabilmek hakki vardi1”. ileride robotlara da belli bir miktar sermaye
ozgiileyerek peculium’a ait kurallarin ve bu konuda kéle sahibine agilacak
davalarm * makinelere uyarlanmasi, makinalarin yapacaklari islemlere

7T Bozkurt-Yiiksel, s. 92-93.

8 “Ouodcumgque per servum adquiritur, id domino adquiritur.” Karadeniz-Celebican, s. 135.

7 Umur, Liigat, s. 152, Karadeniz-Celebican, s. 137.

80 Makalenin konusunu saptirmamak i¢in bu davalara ayrintili olarak girilmeyecektir.
Peculium konusunda agilabilecek davalar lizerine bilgi edinebilmek i¢in bakiniz; Tiirkoglu-
Ozdemir, G.: “Roma Hukuku’nda Actio De Peculio”, Dokuz Eyliil Universitesi Hukuk
Fakiiltesi Dergisi, Cilt: 7, Say1: 2, 2005, s.103-136.

810



Ankara Uni. Hukuk Fak. Dergisi, 69 (2) 2020: 793-833 Robotlarm Hukuki ve Cezai Sorumlulugu...

yonelik diizenlemelerde yol gdsterici olabilir®'. Yine Romanin kolelere
yonelik diizenlemelerinden olan; kolenin efendisinin isletmesinin bagina
gecmesi gibi hallerden kolelerin borglarindan efendinin sorumlu olmasi kuralt
makinelere uygulanabilir. Boylece yapay zeka sahibi makinalar hak ehliyetine
sahip olamayan ancak sahibi adina hukuki iglem yapabilen bir statii
kazanacaktir.

Robot iizerindeki miilkiyet hakkinin smirlar1 da baska bir sorun olarak
karsimiza ¢ikabilir. Roma’da bir efendinin kdlesine zarar vermesi haksiz fiil
sayilmazdi. Hatta Romalilar kolelerini isterse 6ldiirebilirlerdi. Ancak zamanla
koleler tizerinde sahiplerinin smirsiz yetkilerini kisitlamaya yonelik kurallar
konuldu. Ornegin bir neden yokken kolesini oldiiren kisinin bagkasmin
kolesini 6ldiirmiis gibi islem gdrmesi bu kurallardan biriydi*?. Zaman iginde
koélelerin yasama kosullarin1 diizenleyen yeni kurallar da konuldu. Robotlar
s0z konusu oldugunda ise doktrinde, insan goriiniimlii robotlara kotii davranan
insanlarin tipki diger insanlara veya hayvanlara kotii davranan insanlar gibi
algilanmalarmin miimkiin oldugunu gériisii bile mevcut . Robotlarmn
gelecekte yasanacak teknoloji gelisimi sonrasi ne kadar duygusal, ne kadar ac1
hissedebilir, ne kadar bilingli varliklar olacag: siipheli. Ancak g¢evreye etkisi
bakimindan insanla ortak yonler tasiyacak bu makinalara gosterilecek siddetin
olumsuz etkileri olabilir. Boston Dynamics adli firmanin sosyal medyaya
diisen bazi videolar1 bu konuda Onemli Ornekler teskil etmektedir.
Videolardan birinde * kopek seklinde tasarlanmis bir robotun insanlarca
tekmelenmesi s6z konusu ve bu videoya yorum yapan insanlarin bir kisminin
robot da olsa bu makineyi aciz durumdayken izlemekten hoglanmadigini, bir
kisminin da robotun ac1 hissedememesi sebebiyle bu tekmelerin bir sey ifade
etmedigini savunduklarini goriiyoruz. Siddet goren insan sekli verilmis
makinalar oldugunda ise tartismalar ¢ok daha siddetli yasantyor. S6z konusu
siddetin canli bir varliga uygulanmamis olsa bile olusturabilecegi kotii drnek
bakimindan (mesela ¢ocuklar s6z konusu ise) en azindan Roma hukukunda
oldugu gibi bu zeka sahibi makinalara davraniglara kisitlama getirilse iyi olur
diye diisliniiyoruz.

Robotlarin haksiz fiil sorumlulugu ise bambaska bir sorun. Robotlarin
isteyerek veya istemeden de olsa birilerine zarar vermesi, su¢ islemesi s6z

81 Ayni yonde bir goriis i¢in bknz: Pagallo, U.: The Laws Of Robotics, Crimes, Contracts and

Torts, Springer, Dordrecht, 2013, s. 103. (Pagallo eserinde robotlara 6zgiilenebilecek
miktar1 “dijital peculium” olarak degerlendirmis. Ayrica bknz: Pagallo, s. 15 ve s. 79)
Karadeniz-Celebican, s. 139.

Tiirkoglu-Ozdemir, s. 94.

8 https://www.youtube.com/watch?v=aR5Z6AoMh6U, (Erisim tarihi: 26.12.2017)
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konusu olabilir. Bu durumda kisi olarak degerlendirmedigimiz robotlar
cezalandirmak, hapse atmak ya da mal sahibi olamayan robotlardan tazminat
beklemek gibi ¢oziimlere gidilemeyecegi acik. Sorumluluk elbette miilkiyet
sahibinin olacak ancak bu sorumlulugun ne sekilde olacag: siipheli. Adam
calistiranin sorumlulugu ya da hayvan bulunduranin sorumlulugu gibi
kusursuz sorumluluk halleri, bu akilli teknolojilere uyarlanabilir. Robotun sug
islemesi s6z konusu oldugunda ise Roma hukukunda kole sahibinin
sorumluluguna  basvurulabilir. S6z konusu sorumluluk teknolojik
gelecegimize uyarlanirsa; sugtan zarar goren kisi sugu isleyen robotun
efendisine dava acabilir. Bu dava ile yapay zekali makina sahibinden sugun
karsilig1 olan para cezasini tazmin etmesini ya da robotu kendisine teslim
etmesini isteyebilir. Roma hukukunda noxal sorumluluk adi tasiyan bu
sorumluluk tiirii robot sahiplerine gerekli diizeltmeler ve diizenlemeler
yapilarak uygulanabilir. Ancak Roma hukukundan farkli olarak Roma’da sug
islediklerinde kolelere verilen agir cezalarin makinelere uygulanmasi
konusunun bir fayda saglayacagi konusunda silipheliyiz. Koleye yoneltilen
saldirilar s6z konusu oldugunda ise Roma’da kdle mal muamelesi gordiigii
icin, kiginin malina yapilmis bir saldir1 varmisgasina hareket edilirdi. Robotlar
s0z konusu oldugunda bu diizenlemenin aynen alinmasi kanimizca faydali
olacaktir.

Robotlarla ilgili sorunlar, bahsi gecen teknoloji ¢ok biiyiik bir yenilik
oldugundan dolay1 {izerine ¢ok fazla ¢alisilmasi, diisliniilmesi ve aragtirilmast
gereken sorunlardir ve sayilar1 zaman gectikce cogalacaktir. Simdilik birkag
temel probleme deginmekle yetindik. Fikrimiz Roma hukuku gibi kendisinden
yiizlerce yil sonraki zamanlar1 bile etkilemis bir hukuk sisteminin, kiyas
yoluyla bu teknolojiye uyarlanabilecegi ve en azindan sorunlarin bazilarini
¢dzmek bakimindan bizlere yeni kapilar agabilecegidir.

3. YAPAY ZEKA VE CEZA SORUMLULUGU

3.1. YAPAY ZEKAYI CEZALANDIRMAK: ESKi SORULARA
YENIi YANITLAR

Teknolojideki iistel® gelisimle birlikte gelecegin robotlari, olaganiistii
hizlarda calisan nano yongalardan olusan donanimlariyla, gelismis dijital
duyargalartyla (sensorleriyle), yiliksek cozinirliiklii kameralariyla, lazer
telemetreleriyle, ileri teknoloji aktiiatorleriyle, artan otonomileriyle her gecen
giin daha fazla yagamlarimizda yer edinerek dijital kralliktaki baytlar1 bizim

85 Bu baglamda, “Ivmelenen Getiriler Yasas1” icin bkz. Kurzweil, s.60 vd.
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{i¢c boyutlu alanimiza tastyacak®. Dijitallesmenin geldigi bu seviye insanliga
katkilar sunacagi kadar, onun igin riskler de olusturabilir. En azindan
robotlarin duygusal veya ekonomik zararlardan ¢ok daha tehlikeli bir bicimde
kimi 6ngorillemez maddi zararlara yol agmalar1 olasidir . Robotlarin
gelisiminde, en 6nemli unsurlardan biri, belki de en 6nemlisini baytlardan
olusan yapay zekadir. Yapay zekayla robotlar, bulunduklar ¢evreyi algilayip
tepki verebilir, neden sonug zincirlerini 6grenebilir ve ¢dzebilir, bdylelikle
yeni ortamlara uyum saglayabilir; hata eger beynimiz elektrokimyasal
stireclerle calisan bir makinaya benzetilirse belki uzak gelecekte bilingli hale
dahi gelebilirler®. Bu siire¢ hukuksal acidan &nemlidir. Zira 6grenme ve
cevreye uyum saglama yeteneginin gelismesiyle yapay zeka, siirec igerisinde
bir canli olmamasina ragmen giderek ongoriilemez yeteneklere ulasabilir ve
bu kosullar insanlarin robotlarla nasil bir hukuksal diizen i¢inde yasayacagin
etkileyebilir®. Dolayisiyla, zeki davranislar1®™ taklit eden makinalari niteleyen
ve hatta fiitiiristler”' tarafindan “machina sapiens” olarak adlandirilan®® yapay
zekanin ilerleyen bilisim teknolojileriyle iistel gelisimi, onun toplumsal
hayattaki gelecekteki yerine ve dolayisiyla hukuk diizeni tarafindan nasil
degerlendirilecegine iliskin tartigmalar1 beraberinde getirmektedir.

Calismanm bu boliimiinde giiclii yapay zekdnmn > bize sundugu
olasiliklara da deginilecekse de odagi yakin gelecek, yani zayif zekanin
kullanim1 olusturmaktadir. Gergekten de icinde bulundugumuz zaman

86 Goodman, s. 415 vd.

87 Balkin, J.: “The Path of Robotics Law”, California Law Review Circuit, V.6, 2015, (ss. 45-
60), s. 50.

8 Bkz. Oleksiewicz, I/Civelek M. E.. “From Artificial Intelligence to Artificial
Consciousness: Possible Legal Bases For The Human-Robot Relationships in the Future”,
International Journal Of Advanced Research, V.7(3), 2019, (ss.254-263), s. 255-256.

8 Bkz. Pagallo, s. 72.

%0 Burada aslinda “intelligent behavior” ifadesini, akilli davramslar olarak da g¢evirmemiz
miimkiindii. Akilli s6zciigii, Turk Kurumu soézliigiinde, “gercegi goren ve ona gore
davranan” anlamiyla verildiginden bu sozciigii tercih ettik. Kanimizca yapay zekanin
insandan zeki olacag agiktir ki zaten gilinlimiizde dahi en basaril1 satrang ve go oyuncularini
yenebilmektedir. Bu paralelde, algoritmalara dayanan bir yazilim olarak yapay zekanin asla
akilli olmayacagi, ancak giiglii islem kapasitesiyle zeki olabilecegi ileri siiriilebilir. Quantum
bilgisayarlarin gelismesi ve insan beynin giderek daha bagarili bir sekilde taklit edilmesiyle,
yani yapay zekanin giderek daha karmasik bir yap1 kazanmasiyla insan duygularin da taklit
edebilme yetenegi kazanmasi ve daha da onemlisi kendi kendisinin bilincine varmasi da
olasidir. Kald1 ki, yapay zekanin eylemlerinin 6ngériillemez olmasi daha olasidir. Ama bu
uzak gelecege kadar, ona heniiz akilli demek kanimizca pek miimkiin degildir.

%1 Gelecek bilimi (fiitiiroloji) ile ugrasan kisilere denmektedir.

2 Hallevy, s. 175.

9 Giiglii ve zayif yapay zeka kavramlari yukarida agiklanmisti. Bknz s. 6.
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diliminde, dar anlamda yapay zekayla otonom hareket eden silahli insansiz
hava araclarinin faaliyet gosteriyor olmasi®*, insansiz tagitlarin ortaya
ctkmast > bu tartismalarin salt gelecege dair bir kurgu olmadiklarmi
gostermektedir. Ornegin, otonom hareket eden bir ugaksavar®®, silahli bir
insansiz hava araci yazilim hatasi nedeniyle bir kisiyi 6ldiirdiigiinde ortada bir
sucun oldugu agiktir ama bu suctan dolay1 gercekten de kim/kimler, nasil
sorumlu tutulabilecektir?

Otonom hareket eden yapay zekanin gergeklestirdigi eylemlerden
kimlerin hukuken sorumlu tutulacagi, hatta insan seviyesinde ozerklik
kazanmis yapay zekalara hukuksal sorumluluk yaninda, ceza sorumlulugu
taninip tanimayacagi, ¢agimizda artik irdelenmesi gereken konular olarak
karsimiza ¢ikmaktadir. Bu irdeleme, hukuki sorumluluga iliskin tartigmalar
g0z Oniine alindiginda ¢6ziimii ¢ok daha karmasik konular1 i¢inde barindirir.
Hatta yakin gelecek i¢in 6gretide simdiden, yapay zekanin herhangi bir ceza
sorumlulugunun  bulunmayacagina iligkin goriigler de dile
getirilebilmektedir *’ . Kammizca gelecegin belirsizligi karsisinda kesin
yargilardan kagmilmali ve bu konu flzerinde diisiince {iiretmekten
cekinilmemelidir. Zira bu diistinceler, sadece yapay zekayla ilgili ve sinirh
degildir; irade Ozgiirliigiinden kusur yetenegine, hayvanlarin hak O6znesi
olmasindan tiizel kisilerin ceza sorumluluguna ve yaptirim teorilerine kadar
genis felsefi tartigmalara ickindir. Diger yandan, ceza kanunlariyla korunan
menfaatleri ihlal etmis yapay zekalarin eylemlerinden kimlerin sorumlu
tutulacaginin degerlendirilmesi bir zorunluluk olarak halihazirda karsimizda
durmaktadir. Biz de kisaca ¢alismanin bu bdliimiinde hem yapay zekanin
gelecekteki olasi ceza sorumluluguna hem de bir yapay zeka su¢ konusu bir
eylemi gerceklestirdiginde kimlerin bundan sorumlu tutulabilecegine iliskin
diisiincelerimizi paylasacagiz.

Aslinda, ceza hukuku ve yapay zeka iliskisini, diisiincemize gore {i¢ ana
sorunun yaniti baglaminda kurmak olanaklidir. Birinci baglik altinda, yapay
zekanin sug fiilinden sorumlu tutulup tutulmayacagi, baska bir anlatimla ceza
sorumluluguna sahip olup olmayacag1 degerlendirilebilir. Yapay zeka
kinanabilecek kadar yetkin bir biligsel kapasiteye ulasabilecek midir? Yoksa

% Robotlarin gelecekte silah olarak kullanilabilecek olmasiyla ilgili ayrintili bilgi i¢in bkz.

Sparrow, R.: “Killer Robots”, Journal of Applied Philosophy, Vol. 24, No. 1, 2007, (ss. 62-
77)

Bkz. Coeckelbergh, M.: “Responsibility and the Moral Phenomenology of Using Self-
Driving Cars”, Applied Artificial Intelligence, V.30:8, 2016, ss. 748-757.

Oerlikon MK 5 ikiz namlulu silahli robotun yazilim hatasi nedeniyle kontrolden ¢ikip, etrafa
kursun yagdirmasiyla ilgili olarak bkz. Goodman, s. 429.

97 Bkz. Bu goriisler i¢in bkz. Bozkurt-Yiiksel, s. 93.

95

96
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cocuklar veya hayvanlar gibi mi ele alinmas1 gerekir? Bu sorular, tiizel
kisilerin ceza sorumluluguna iliskin tartismalar ile hayvanlarin hak 6znesi
olmasina iliskin goriislerle yakindan ilgilidir. Caligmanin devaminda ele
almacak ikinci ve {igiincii sorunlar aslinda birinci baslikla ilintilidir. Ciinkii
yapay zekanin kusurlu davranabilecegi kabul edildiginde, cezalarin sahsiligi
ilkesi geregi nasil cezalandirilabilecegi tartigmasi kendiliginden karsimiza
cikmaktadir. Cezalandirma, eza ¢ekebilecek etten ve kemikten olusan,
duygulara sahip bir varligi gerekli kilar mi1? Cagimizin mevcut hukuk
diizenlerindeki cezalandirma yontemleri yapay zekali robotik bedenli bir
varlik karsisinda islevsiz kalabilir. Bu durumun ortaya cikardigi sorularmn
yanitlanmaya ¢alisilmasi siiphesiz zevk verici bir ugras olacaktir; ¢iinkil
hukuksal bir kurgunun dogumuna yol agar. Ek olarak su da sorulabilir: yapay
zekanin bir insan gibi (hatta yetiskin bir insan gibi) kusurlu davranabilecegi
kabul edildiginde, insan olmayan ama belki de insandan daha iistiin
yeteneklere sahip olabilecek bir varliga karsi gergeklestirilen haksizliklar
cezalandirilmali midir ve cezalandirilacaksa nasil cezalandirilmalidir?
Yukarida deginilenlerden kismen bagimsiz, {iglincii ve glinlimiiz i¢in en hayati
soruysa, yapay zekanim ceza sorumlulugu s6z konusu olmayacaksa bile onun
su¢ olusturan otonom eylemlerinden kimlerin, nasil sorumlu tutulabilecegi
iizerinedir.

Bu sorularin yanitlarim aramak i¢in Oncelikle yapay zekanin
yeteneklerini sug genel teorisi agisindan degerlendirmek, sahip oldugu giincel
veya gizil (potansiyel) yeteneklerin sugun yapisal unsurlarii gerceklestirme
olanagimi ele almak gerekir. Bu makalede konunun daha yalin ele
almabilmesi, kolayca ortaya konulabilmesi ve anlasilabilmesi gerekgeleriyle,
sucu unsurlarina ayirmada klasik ceza hukuku okulu ve I¢tihat Hukuku ile
uluslararasi ceza hukukunda kullanilan, maddi (actus reus) ve manevi (mens
rea) unsurlar iizerinden ikili ayrim kullamlacaktir.”® Klasik ceza hukuku
okuluna gore sugun maddi unsuru, insan viicudunun iradi deviniminden
olusur”. Dolayisiyla yapay zekanin robotik bedenleri kullanacagi ve bu
bedenleri devindirecegi agik olsa da robotlarin hareketlerinin iradi olup
olmadig1 ciddi bir tartisma konusudur. Eger bu hareketler iradi degilse, yapay
zekanin hareket yetenegi bulunmayacaktir'®’. Bize gore, mademki yapay zeka
duyargalar1 araciligiyla dis diinyadaki degisiklikleri algilayip bunlart

% Sugun ikili ayrimiyla ilgili olarak daha ileri bilgi i¢in bkz. Toroslu, N./Toroslu H.: Ceza
Hukuku Genel Kisim, Ankara 2017.

% Bkz. Demirbas T.: Ceza Hukuku Genel Hiikiimler, Ankara 2009, s. 208 vd; Ayrica bknz.
Hafizogullari, Z./Ozen, M.: Tiirk Ceza Hukuku Genel Hiikiimler, Ankara 2014, s. 168 vd.

100 Hareket yetenegiyle ilgili olarak bknz. icel K.: Ceza Hukuku Genel Hiikiimler, istanbul
2017, s. 273 vd.
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yazilimindaki algoritmalar sayesinde degerlendirip belirli bir hedef
dogrultusunda otonom davranmaktadir, pekala gerceklestirdigi hareketler de
ona izafe edilebilir. Baska bir anlatimla, yapay zeka acisindan fiilinin iradi
olup olmadigi, yapay zekanin davraniginin onun yazilimindan kaynaklanip
kaynaklanmadigimma goére saptanmalidir. Dolayisiyla yazilimi kirilmis
(hacked) bir yapay zekd s6z konusu oldugunda, yapay zekanin
kaybettigi/sahip oldugu otonominin derecesine gore yazilimini kirani
dogrudan veya dolayl fail olarak sorumlu tutmak diisiiniilebilir. Her ne kadar
giliniimiizde yapay zeka hayal edilen gelismis bilissel diizeye ulasmamis olsa
da bu tartisma temelde, yapay zeka zaten robotik bedenleri otonom
kullanacagindan, sugun maddi unsuru iizerinde degil de kusur yetenegi

tizerinde olmalidir'®.

Dolayisiyla yapay zekali robotlarin sahip olduklari otonomi nedeniyle
hareket yeteneklerinin bulunabilecegini sdyleyebilmemiz ne kadar
mimkiinse, onlarin  etik  degerlendirmeler  yapabileceklerini  ve
gerceklestirdikleri hareketlerin sosyal sonuglarin farkinda olabileceklerini
diisiinebilmemiz giiniimiizde bir o kadar giictiir'®. Bdylelikle, robotlarin
kusur (isnat) yetenegi 6nemli bir sorun olarak karsimiza cikar. Yapay zeka
evet otonom hareket edebilir ama acaba otonom bir bicimde dogruyu
yanligtan/iyi kétiiden ayirt edebilmesi olanakli midir? Yapay zeka, bir insan
gibi eylemler i¢in deger yargisinda bulunmaktan veya deger yargisi
iretmekten ziyade, yaziliminda ona girilen komutlar1 gergeklestirecektir.
Yapay zeka kendi yazilimi dogrultusunda hareket edeceginden, ahlaki 6z
belirleme (moral self-determination) yetenegine sahip olmayacak,
davraniginin  anti-sosyal niteligini kendiliginden degerlendiremeyecektir.
Bundan dolayidir ki en azindan zayif yapay zeka agisindan onun kusurundan
s06z edebilmemiz ne kusurlulugun psikolojik anlayist ne de kusurlulugun
normatif anlayis1'® agisindan tutarlidir'®,

Gortilebilecegi iizere yukarida deginilen sorularin yaniti tek bir yerde
diigimlenmektedir. Bu diigiim ¢6ziimlendiginde diger sorularin yanitlarina
ulagsmak kanimizca nispeten kolay olacaktir. Bu diigiim, yapay zekanin kendi
varligma iliskindir; ceza hukukunun hatta ondan da dnce felsefenin temel

01" Charney, R.: “Can Androids Plead Automotism? A Review of When Robots Kill: Artificial
Intelligence Under the Criminal Law bye Gabriel Hallevy”, University of Toronto Faculty
of Law Review, V.75, N.1, (pps. 69-72), s. 70.

102 Gless, S./Silverman E./Weigend T.: “If Robots Cause Harm, Who Is To Blame? Self-

Driving Cars And Criminal Liability”, New Criminal Law Review, V.19, N.3, 2016,

(s5.412-436), 5. 420.

Kusurluluk anlayislari i¢in bkz. Hafizogullari/Ozen, s.241 vd.

104 Gless/Silvermann/Weigend, s. 421 vd.

103
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sorularindan biridir: “Irade 6zgiirliigii var midir?”. Otonom hareket etmek,
irade ozgiirliigiiniin karinesi midir? Insanin, yapay da olsa bir zeka yaratmasi
bu irdelemeyi gerekli kilmaktadir. Eger insanlarin irade ozgiirliglini
taniyorsak (veya tam tersi) bu yapay zeka icin de gecerli olabilir'®. Zira yapay
zekanin irade 6zgiirliigli olmayacaksa, bu 6zgiirliige asla kavusamayacaksa
veya boyle bir 6zgiirliik insanda da higbir zaman bulunmamaissa “sorumluluk”
kavrami farkli bir boyutta tartisilmalidir. Yapay zekadyir herhangi bir
eyleminden nasil sorumlu tutabilecegimiz buna baglidir ve bununla ilintili
olarak ilk defa insanoglu kendi tasarimi olan bir “6znenin” 6zgiir bir iradeye
sahip olup olmadigimi —belki de tanrisal bir bigimde- tartisabilecektir. Hatta
bu tartigma, yapay zekaya, belki de bundan dnce hayvanlara hukuken kisilik
taninip taninamayacagina iligkin bir sorgulamalara da bizi gotiirlir ve Roma
hukuku kaynakli kisi/mal ayrimina kuskuyla yeniden bakmamiza, modern
hukuk sistemini bastan ele almamiza kadar bizi geriye dogru gétiirebilir'®.
Kuskusuz yapay zeka ve ozgiir irade tartismasi insan dogasini daha iyi
anlammmiz i¢in de bize yeni kapilar aralayabilir. Kaldi ki norobilimin
gelismesiyle irade Ozgilirligiiniin  varligt konusu yeniden giindeme
gelmistir'"”.

Norobilim, psikoloji ve felsefenin insana ait ortak ve dnemli bir konusu
olan, tim hukuk sistemlerinin kabul ettigi “6zgiir irade” veya baska bir
anlatimla “ insanin irade 6zgiirliigli” basit¢e, herhangi bir nedensel siirecin
(ilahi veya fiziki) etkisinde kalmadan tercihlerde bulunup kararlar alabilmek
ve bunlara gore hareket edebilmek biciminde tamimlanabilir. '® Yapay
zekanin iradesini tartistigimizdaysa, nedensel siireglerle (yazilimlarla,
donanimlarla vb.) yapay ama otonom bir varlik yaratmaya calistyoruz'® ve
boylelikle bilimin nedensellige dayali gerekirciligiyle 6zgiir iradenin (ve belki
de quantum mekaniginin) talep ettigi olasiliklar evreninin arasinda
kaliyoruz''°.

105 Bkz. Fisher M.: “4A Note On Free Will and Artificial Inttelligence”, Philosophia, 13, 1983,
(pp.75-80), s. 78.

106 Bkz. Diilger, s. 9.

07pkz. Kiigiiktasdemir, O.: “Noro hukuk ve Kusur (Isnat Yetenegine) iliskin Yeni

Yaklagimlar”, (Ed. Hanci/Unver), IV. Uluslararast Saglik Hukuk Kongresi, Ozyegin

Universitesi Hukuk Fakiiltesi, Adli Bilimciler Dernegi, Seckin, Ankara, 2018, (ss. 51-72)

“Ozgiir irade” tanimlari igin bkz. Krausova, A./Hazan H.: “Creating Free Will in Artificial

Intelligence”, Conference Paper, Beyon Al: Artificial Golem Intelligence International

Conference, Pilsen, November 2013, s. 98 vd.

Krausova/Hazan, s. 105.

110 Fisher, s. 76.
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Tarihin akis1 icinde irade Ozgiirliiglinin varliginin sorgulanmasi
indeterminist (belirlenmezci) ve determinist (gerekirci) akimlar1 ortaya
cikarmustir''!. Bu yaklasimlar arasindaki ¢atisma ndrobilimdeki gelismelerle
birlikte tekrar alevlenmis goriinmektedir. Tiim bu tartigmalar1 insanin kendi
yaratimi olan yapay zeka lizerinde yeniden ela alip kurgulamak bize yeni bakis
acilart getirebilir ve hala karigsmakta olan bir iksirin alevini harlayabilir.
Gergekten de aradan gecgen yillar boyunca néroloji, psikoloji, nérobilim gibi
alanlardaki gelismeler irade 6zgiirliigiinii sorgulayan goriislere giderek daha
fazla dogruluk pay1 tanimaktadir''2. Bugiin bilim sayesinde zihnin, ndronlar
arasindaki bir elektro-kimyasal iletisimlerden olustugunu rahatlikla
sOyleyebilirsek de onu tanimlayabilmemiz hala olanakli degil. Buna karsin
gelisen teknoloji, bize zihinsel siireclerdeki neden sonug iliskilerini simdilik
kismen de olsa gozlemleme olanag1 sunuyor. Ote yandan, insan davranislari
mutlak bir sekilde belirlememiz hala olanaksiz. Ciinkii insan, sadece On
lobuyla hareket eden bir canli degil; icgiidiileriyle ve hormonlartyla olusan
duygular1 ve bilingalti, eylemlerinin baslica yonlendiricisi olmaya devam
ediyor. Yapay zeka ise, en azindan giiniimiiz teknolojisiyle, algoritmalardan,
silikondan yapilma ¢iplerden olusuyor, fiziksel olarak insandan ziyade bir
bilgisayarin kontroliindeki robot olarak karsimiza ¢ikiyor. Yine de ¢ok uzak
gelecekte, algoritmalarla duygularin ve bilingaltinin modellenmesi belki
olanakli olabilir.

Bir canlinin akilli bir varlik olarak kabul edilebilmesi igin bes 6zellige
sahip olmasi gerektigini yukarida belirtmistik. Giinlimiiz teknolojisinin bize
sunduklariyla dahi uzak gelecekte yapay zekanmm bu oOzelliklere
kavusabilecegini rahatlikla ileri siiriilebilir ve zaten basit diizeyde dahi olsa
bir¢ok yapay zeka bu yeteneklerin ¢oguna en azindan (kendilik bilinci haric)
tamimda sahiptir'"®. Buna karsin, uzak gelecekte, artik yapay zekanm insanlara
benzer “biligsel (cognitive)” 6zellikler gosterdigi bilim insanlan tarafindan

T Belirlenmezci akimlar agisindan ceza sorumlulugu ¢ok daha agiklanabilirdir. Buna gore
insanin (rasyonel bir varlik olarak) sahip oldugu 6zgiir irade onun segimlerine etik bir
nitelik kazandirir. Bu nedenle insanin davranislarindan sorumlulugunun temelini olusturan,
modern hukukun liberal hiimanizm kaynakli kabullerinden birisidir. Gerekirci goriisler
irade 6zgiirliigiinii kabul etmezler. Insanlar biitiiniiyle kendi yasadiklar1 ortamin eseridirler
ve insanin zihinsel siirecleri de ayni doga olaylari gibi neden sonug iliskilerine baglidir. Bu
bakis acisinin son derece mekanik ve pozitivizm kaynakli oldugu agiktir.

Ornegin, {inlii nérobilimci Eagleman, zihinle ilgili olarak mikrofonlar1 érnek vermektedir.
Ses fiziksel bir olgu olmasina karsin, elle tutulup gézle goriilemez ama havadaki yogunluk
farklarmni degisikleri hassas bir sekilde takip edip, kayda alan bir makine tarafindan
tekrardan benzer sekilde iiretilebilir. Yazara gore diisiinceler de sesler gibi fiziksel bir
temele oturtulabilir. (EAGLEMAN D. Incognito, Istanbul, 2017, s.3)

113 Bu konuda bkz. Hallevy, s. 176.

112
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kanitlanmadikga ona insanlar gibi kisilik taninmasi olanakli degildir.''*Gene
de tiim bu 6zellikler bize saglam bir dayanak noktas1 sunabilirse de 6zgiir irade
ve determinizm tartismalarini tiimden ¢ozmezler. Norobilimle ugrasanlara
gore insan, gezegende kendi programlama dilini ¢6zme yetenegine sahip olan
tek canlidir ve bu yetenegine neden olan beyninde, beyin hiicrelerini birbirine
baglayan insan dilinin ve matematiksel becerilerinin agiklayamayacagi bir
karmasikta, her saniye trilyonlarca sinyal iireten bir ag mevcuttur'"®. Su an i¢cin
tiriimiiziin zihinsel yetenekleri beynimizdeki oluslar1 biitiiniiyle ¢6zmeye
yetmemektedir ''® . Bu yoniiyle, irade ozgiirliigiiniin insan beyninin
karmagikligindan ve hatta kimi zaman evrimsel kusurlarindan ileri gelen hakli
bir yanilgi olarak degerlendirilmesi olanaklidir. Bagka bir anlatimla irade
ozgirligiiniin varligma iliskin yanilgi, insan beynindeki c¢ok karmasik
nedensel siireclerden temel alir ve ne insan beyninin kendisi ne de ¢agimiz
cihazlar1 bu siirecleri belirleyebilmede islevseldir''”. Ote yandan, giiniimiizde
yapilan ndrobilim ¢alismalarinda, néronlarin énceden tanimlanmis ve belirli
Olciitlere gore tepki verdiklerini, bu tepkilere gore kendilerini yeniden
organize edip yeni kararlar i¢in yeni 0l¢iitler belirlediklerini ve bdylelikle
0zgiir iradenin ani ndronal yogrulabilirlige dayanabilecegi (rapid neuronal
plasticity) ileri siirmektedir''®. Bu gériis ileride tam olarak kanitlansa dahi,
bizim tasarimladigimiz donanim ve yazilimlar iizerinden isleyen zayif yapay
zekd onu olusturan tiim nedensel siiregleriyle izlenebilir, dolayisiyla
biitiiniiyle 6ngdriilebilir ve gergeklestirdigi eylemler tam olarak aciklanabilir.

Boylelikle zayif yapay zekanin irade oOzgiirliiglinden s6z etmemiz
olanakli degildir. Kamimizca ancak yazilim kodundaki bir hatadan,
donanimindaki bir bozukluktan s6z edebilecegiz. Kisacasi, ilk yapay zekalar
icin donanimi ve yazilimi disinda, 6zgiir irade gibi l¢iincli bir unsur

114 Bu goriis ve yapay zekaya kisilik taninmasiyla baglantili tartigmalarla ilgili ayrintili bilgi

icin bkz. Solum, L.B.: “Legal Personhood of Artificial Intelligence”, North Carolina Law
Review, V.70, 1992, s. 1287.

Eagleman, s. 1 vd.

Diger yandan yapilan arastirmalar 6zgiir iradenin bulunmadig1 kabullendiginde bireylerin
kendi kimliklerine ve sorun ¢o6zme yeteneklerine iliskin diisiincelerinin degistigini,
sorumluluktan kagmmaya veya hileye daha yatkin hale geldiklerini gostermektedir. (Bkz.
Krausova/Hazan, s. 100)

Bu yondeki goriis icin Bkz. Manzotti’den aktaran Krausova/Hazan, s.104 vd. Bu
baglamda mutlak degil, derecelendirilebilir bir 6zgiirlikk s6z konusudur ve failin zihinsel
stireclerine dahil olan nedensel yapilarin yogunluguyla baglantilidir. Yani, i¢giidiisel bir
davranis, ahlaki bir tercihten daha az 6zgiirdiir.

Tse’den aktaran Krausova/Hazan, s. 106.
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olmayacaktir'". Siiphesiz yapay zeki da gelistikce kendi programmna ve
fiziksel yapisina miidahalelerde bulunup, kendi kendini yeniden yaratabilir.
Bu ona ayrica ve fazladan bir 6ngériilemezlik saglayacaktir'*’. Diger yandan
kendi yazilmi sifrelemesi ve disa kapatmas: da diisiiniilebilir. Iste bu
ongoriilemezlik (biz dngdéremedigimizden) bizi olasiliklar illiizyonuyla karsi
karstya birakir ve belki de bu noktada onun irade 6zgiirliigiinden s6z etmek
durumunda kalabiliriz.

Bir yapay zekd kendi yazilimina (algoritmalarma) miidahale edip
yazilimint yazanlardan bagimsizlastikga, kendi donanimini yaptikca
ongoriilemezlik kazanabilir. Hele ki, yapay zeka kendi varliginin bilincine ve
davraniglarmin  ayirdina vardikgca secimlerinden sorumlu olabilecegi
diisiiniilebilir. Tiim bunlar, gelecekte ortaya ¢ikabilecek giiclii yapay zeka i¢in
olagandir. Buradaki asil sorun yine yapay zekanin etik tercihlerine dayanir.
Acaba bizim gibi iyiligin ve kétiiliigiin (her ne kadar goreceli de olsa) farkina
varabilecek midir? Bu durumda dahi, yapay zekady1 yaratanlarin, yani
yazilimcilarin ve miithendislerinin ona cesitli yapisal kisitlar getirebilecegi goz
Oniine alinabilir. Boylelikle onlarin da sorumlulugundan s6z edebilmek, kendi
kendini diizenleyen bir yapay zekd icat edilse dahi herhalde yanlis
olmayacaktir.

Yapay zekanin ceza sorumlulugunu meselesini, ¢esitli merhalelere gore
ele almak gerekir. Yapay zeka teknolojisinin emekleme donemlerinde yapay
zekanin dogrudan ceza sorumlulugundan s6z etmek zaten s6z konusu dahi
edilemez. Bu evrede, tazminat hukukuna iligkin ilkeler, 6zel hukuktaki
kusursuz sorumluluk ve iiriin sorumlulugu halleri tartisilabilir'*'. Bu asamada
6zel hukuk yaptinmlari bagh basma rahathikla istenilen amaci
gerceklestirebilir. Yapay zeka yakin gelecekte dogrudan yazilimina gore
iireticisinin ve/veya sahibinin emirlerini yerine getirdiginde sonugta sadece
otonom bir arag dzelligi tastyacagindan, eger yazilimda bir hata varsa yazilim
yazanlarin, eger hata yoksa yapay zekdya komutu veren kisinin ceza
sorumlulugu s6z konusu olacaktir'**. Ornegin, yakin zamanda, UBER’in
yapay zekali tasitlarindan biri, gergeklestirdigi tasima faaliyeti sirasinda

119 Belki, insan da birbirini etkileyen donamim (biyolojisi) ve software (zihin) diializmi i¢inde

ele almabilir. Onemle belirtmek gerekir ki zihnin ne oldugu, nasil ortaya ¢iktig1, bireysel
deneyimlerin objektif olarak tanimlanmasindaki olanaksizlik zihin felsefesinin konusudur
ve hala ¢oziilebilmis konular degildir.

120 Balkin, s. 52.

121" Bkz. Bozkurt-Yiiksel, s. 96.

122 Bu dogrultuda bkz. Gless/Silverman/Weigend, s. 424 vd.
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karsidan karsiya gecen bir kadina carpmis ve 6liimiine yol agmistir'>. Boyle

bir durumda, yapay zekanin neden araci frenlemedigi, bunun yazilimindaki
bir hatadan mu1 ileri geldigi yoksa kadinin aracin duramayacagi bir mesafeden
aniden yola mu ¢iktigi aragtirilmalidir. Dolayisiyla yapay zekanin
giiniimiizdeki ve yakin gelecekteki gelisim agamasinda, ceza sorumlulugu i¢in
ilk akla gelenler, programcisy, iireticisi ve kullanicis1 olmaktadir ',

Bu baglamda yapay zekanin otonomi kazandigi1 konular arttik¢a, yapay
zeka belirli bir karmagsikliga ve ongoriilemez bir kendiligindenlige, rasgele
olusa (randomness) ulagana kadar algoritmalarini yazanlarin, yapay zekanin
gerceklestirdigi  suglardan dolay1 taksirli sorumluluklarindan rahatlikla
diisiiniilebilir. Tabii ki bu durumda ancak ceza kanunda taksirli halleri
diizenlenmis suglardan yazilimcilar sorumlu tutulabilecektir. Bu sav rahatlikla
diisiintilebilirse de yapay zekanin ve onu barindiran robotlarin yapimindaki
organizasyon ve karmasiklik '* kimlerin dikkat ve ozen yiikiimliiliiiine
uymadigin1  bulmamizi giiclestirecektir. Bu durumda, onlart {ireten
organizasyonlarin (biiylik olasilikla sirketlerin) ceza sorumluluklariyla ilgili
ozel diizenlemelere ihtiya¢ duyulabilir ve bu kosullar tiizel kisilerin ceza
sorumluluguna sahip olup olamayacagina iliskin tartigmalar1 yeniden
tetikleyebilir. Bir sonraki baslikta bu konuya daha ayrintili deginilecektir.

Bu paralelde yapay zekanin karsimiza cikardigi diger bir zorluk, onu
degerlendirmeye yonelik adimlarimizin, bizi, i¢inde bulundugumuz maddi
diinyadan algilayamadigimiz nedensellik iliskilerinin hiikiim siirdiigii dijital
diinyaya tasimasidir. Bu durum 6zellikle quantum bilgisayarlar yayginlastikca
daha fazla hissedilir olacaktir. Aslinda yapay zekanin, ceza sorumlulugu
sorunu, ayni zamanda bir nedensellik baglantisi sorunudur. '?® Bu sorunun
¢Oziimili, yapay zekanin yazilimmin nasil c¢alistigini tam olarak bilmeyi,
yazilimin isleyisini net bir bigcimde gézlemlemeyi gerektirir.

Yapay zeka ve ceza sorumlulugu baslhigi altinda ele alinmasi gereken
baska bir konuysa ¢ok failli suclara iliskindir. Insanlarin ve yapay zekal
robotlarin bir arada bulundugu bir topluluk hayal edildiginde, tiizel kisilerin
ceza sorumlulugu, '’ miisterek suc girisimi (joint criminal enterprise) ve

123 By haber icin bknz. BBC News Tiirkce, “Uber, Siiriiciisiiz Aracin Ik Oliimlii Kazas1
Sonrast Test Siiriislerini Durdurdu”, www.bbc.com/turkce/haberler-turkiye-43463047,
(Erisim: 29.05.2018)

124 Pagallo, s. 69.

125 Bkz. Karnow, s. 182 vd.

126 Bu baglamda bkz. Karnow, s. 181.

127" Tiizel kisilerin cezai sorumluluguna iliskin ayrintilh bir ¢alisma igin bkz. Kangal, Z.: Tiizel
Kisilerin Ceza Sorumlulugu, Ankara 2003.
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orgiitsel hakimiyete dayali dolayli faillik teorileri'?®, iiriin sorumlulugu, iistiin
sorumlulugu doktrini ile ilgili ¢esitli kuramsal tartismalar glindeme
gelmektedir'?”. Siiphesiz tiim bu kuramsal tartismalar ¢alismanin smirlarimi
agsmaktadir. Bu tartigmalar1 yapay zek&nin teknolojiyle birlikte kazandig
otonomi derecesine gore ele almak gerekmektedir. Bu noktada yapay zekéanin
nasil programlandigi onem kazanir. Zayif yapay zekanin insan eylemlerine
katildigt veya tam tersi durumlarda, {i¢ robot yasasi geregi (eger
uygulanacaksa) insanlarin kontroliinde olduklarini kabul ettigimizde, kusur
yetenekleri de hicbir surette bulunmadigindan suga istirakten onlart sorumlu
tutmamiz pek de olasi goziikmemektedir. Ciinkii zayif yapay zekénin
sahibinin veya yazilimcisinin uzanan eli (longo manus) oldugu yapisal
ozellikleri goz ontine alindiginda kolaylikla sdylenebilir. Ama bu sav yakin
gelecek disinda kesin bir yargi olusturamaz ve yapay zekanin her seye karsin
giderek daha fazla otonomi kazandig1 unutulmamalidir. Yapay zekanin ¢ok
ileri evrelerinde nasil bir “6zne” ile karsilasacagimiz acgik degildir. Kanimizca
yapay zeka giiclendikge, insanla yapay zekd arasindaki miisterek sug
girisiminden sz etmek olasidir.

Yapay zekanin zihinsel yetenekleri insana yaklasip gii¢lendikce, yapay
zekanin  dogrudan sorumlulugunun séz konusu olacagimni, artik
cezalandirilmasinin gerekebilecegini hayal edebiliriz. Bu asamada asil sorun
sadece bizden farkli (belki de iistiin) zihinsel siireglere ve yapiya sahip bir
varlig1 nasil yargilayabilecegimiz degil (tabii ki bize dyle bir sans tanirsa), onu
nasil cezalandirabilecegimizdir. Bugiin bildigimiz hicbir cezalandirma
yontemi yapay zekaya kars1 islevlerini ve amaglarini gdsteremeyecektir. insan
olmayan bir varliga kars1 daha farkli yontemler izlememiz gerekir. Kuskusuz
bu yontemler yapay zekanin ortaya cikis biciminde, yani kendi yapisal
ozelliklerinde saklidir. Kanimizca uzak gelecekte bir giin, bir gereklilik olarak
yapay zekanin kendi ceza sorumlulugu giindeme geldiginde belki de sondan
basa gitmek, yapay zeka iizerinde hangi “tedbirlerin” alinabilecegini tartigmak
yerinde olacaktir. Burada “tedbir” kavramina bilerek yer verdik, zira bizce
ceza, bir canliya, i¢giidiilere, hormonlara, duygulara sahip varliklara, hukuken
de insana has bir kavram olabilir. Bu durumda diisiincemize gore yapay
zekanin cezalandirilmasindan ziyade, teknik uzmanlar tarafindan (yargiglar
degil) incelenmesinden, yapay zekanin iizerinde yine onlarca karar verilen

128 Miisterek sug girisimi ve orgiitsel hakimiyete dayali dolayli faillik teorileri igin ayrintili
bilgi i¢in bkz. Onok M.: Miisterek Sug Girisimi (Joint Criminal Enterprise) ve Orgiitsel
Hakimiyete Dayal1 Dolayli Faillik Teorileri Ankara 2009.

129 By tartigmalar icin bkz. Chinen M.: “The Co-Evolution of Autonomous Machines and
Legal Responsibility”, Virginia Journal of Law & Technology, V.20, N.2, 2016, s. 342 vd.
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kimi tedbirlerin uygulanmasindan s6z edilebilir. Bu tedbirler i¢inde en basta
yapay zekanm algoritmasina miidahale edilebilir. Boylelikle, olaylar
degerlendirebilme bigimleri, korelasyonlar degistirilebilir. Ote taraftan, yapay
zekanin yok edilmesine iliskin etik bir sorun da karsimiza ¢ikar '*. Yapay
zekanin idami, -basarilabilirse- yani fisinin c¢ekilmesi veya yaziliminin
biitiinliyle silinmesi giindeme gelebilir. Bunun igin infaz araci olarak
“Transcendence” adli filmde oldugu gibi bilgisayar viriisleri kullanilabilir.
Bagka bir diislinceyse yapay zekalar1 denetleyen yapay zekélar yaratmaktir.
Bu durumda insan dis1 olmasia ragmen, yine de en azindan bir seviyeye
kadar yaraticilarindan izler tasiyacak bu varliklarin birbirleriyle nasil bag
edebilecekleri hayal giiclimiiziin sinirlarin1 agmaktadir.

Yapay zeka acisindan belki de ¢ok ileride tartisilabilecek bir konuysa
kanun 6niinde esitlik ve dolayisiyla kimi hukuka uygunluk nedenleri olacaktir.
Cok ileri bir gelecekte yapay zekanin ceza sorumlulugu kabul edilebilirse de
mesru miidafaadan ve zorunluluk halinden yararlanamayacaktir. Zira ii¢ robot
yasas1 geregi (eger uygulamadaysa), yapay zeka bir makine oldugundan her
ne kosulda olursa olsun diger insanlarin nefsine zarar veremez. Ornegin,
yapay zeka mesru miidafaa altinda bagka bir insana kars1 saldirida bulunursa
Asimov’un {i¢ robot kural geliskili sonuglar vermektedir'®'. Ote yandan,
yapay zekanm kendilik bilinci kazandik¢a 6liim korkusu edinebilecegi ve
yasama icgilidlisiine kavusabilecegi rahatlikla ileri siiriilebilir. Bu durumda
yapay zekdnin bagli oldugu ii¢ robot yasasi bir tiir irk¢ilik olarak da
goriilebilir. Hukuka uygunluk nedenlerinin olugsmas: gibi menfaatler
catigmasimin ve tartiminin sdz konusu oldugu durumlarda yapay zekanin
biyolojik bir varlik gostermedigi ve yazilimiyla hafizasmin aktarilabilecegi
diisiiniildiigiinde bir canli olmadig1 tekrar akla gelir *?. Yapay zekanin
celiskisi belki de bu noktadir: belki de ¢ok ileride canlilik tasimadan kendi
varolusunu yaratabilecek olmasi.

Diisiiniilmesi gereken bagka bir paralel konuysa ileride yapay zekaya
kars1t gergeklestirilen haksiz fiiller olacaktir. Zira insanlar yapay zekayla
hayatlarinin bir yerinde kars1 karsiya kalacak kisiler, bu otonom hareket eden
makinalar1 teknolojik bir oteki olarak (quasi other), belki de animistik ve

130 Krausova/Hazan, s. 102.

131 Hallevy, s. 173.

132 Canlilik siniflandirilmasi tartigmali bir konudur. Buna kargin giiniimiiz siniflandirmasinda
yapay zekay1 canli olarak ele almak olanakli degildir. Bu baglamda “canlilik” kavramiyla
ilgili ayrtili bilgi i¢in bkz. Bakirel, C.M.: Abiyogenez - 1: Kimyasal Evrim, Canlilik ve
Cansizlik Tanimlari, Evrim Agacthttps://evrimagaci.org/abiyogenez-1-kimyasal-evrim-
canlilik-ve-cansizlik-tanimlari-33, (Erisim: 29.05.2018)
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antropomorfik bir bigimde algilayacaklar'*®. Belki de yapay zekdya hem bir

insanmiscasina kizacak hem de ayni1 zamanda karsilarindakinin bir insan veya
hayvan olmadigini, bir esya oldugunu bilerek hinglarini  ondan
cikaracaklardir. Bu paralelde karsimiza Roma hukukundan kalan kisi-esya
ayrimi ¢ikmakta ve bu konu iizerinde firetilebilecek diisiinceler hayvan
haklarinin ceza hukuku araciligiyla korunup korunamayacagina iliskin
tartigmalarla benzerlik gostermektedir'**. Bu benzerlige karsin, yapay zekanin
canli olmadig1, dogadaki canlilara benzer fiziksel 6zelliklerden yoksun oldugu
kabul edildiginde, gene de korunmasi gereken bir hukuksal yararinin bulunup
bulunmadigr diisiiniilmelidir. Bu agidan bakildiginda, gercekten yapay
zekanin ceza hukukunun korumasi altina almmasina deger mi? Kanimizca,
belirli bir gelisim asamasinda buna deger. Ciinkii, yukarida ele alinan belirli
bir gelisim asamasindan sonra, her yapay zekanin kendi algoritmalarina
olusturmasi, kendi kendini yaratmasi s6z konusu olursa, her biri kendine has
ozelliklere sahip varliklar halini alabilir, hatta konusma ve diisiinme
yetileriyle insanlar tarafindan ayr1 birer kisilik olarak algilanacaklarini,
sahiplerinin onlarla duygusal baglar kurabileceklerini, hatta yapay zekanin
kendisinin “Blade Runner” filmindeki gibi kendi varliginin siiregenliginden
endise edebilecegini hayal edebiliriz. Hatta bilimkurgu serilerinde'* oldugu
gibi fiziksel olarak da bize benzeyebilir veya bize benzerleri yaratabilirler. Bu
kosullar altinda, kanimizca yapay zekanin en azindan varliginin korunmasina
iligkin cezai diizenlemeler getirilebilir. Bu diizenlemelerdeki ceza
yaptirimlarinin hayata kars1 suglardaki kadar agir mi olacagina yoksa yapay
zeka adina ayr1 ve 0zel diizenlemeler mi getirilecegine o ¢agin sug siyaseti
karar verecektir. Ikinci sikkin gerceklesmesinin daha olast oldugunu
cikarsamak zor degildir.

3.2. YAKIN GELECEK iCIN ONERILER VE DUSUNCELER

Yapay zekanin gelisimini ve olasi tehlikelerini degerlendirirken dijital
diinyanin igine girdigimizi ve bu diinyanin sadece verilerden (data)
olustugunu hatirladigimizda belki de yapay zekanin asla bir insan gibi karar
vermeyecegini ¢ikarsayabiliriz'*°. Belki de higbir zaman hormonlara, anlik
duygu, diirti ve giidiilere sahip olmayacak, daima insandan farklilik
gosterecektir. En azindan varolusumuz nasil genetik kodlarimizi baghysa,
onun da varolusu yazilimma bagh kalacaktir. Bu nedenle, yapay zekanin
ortaya cikarabilecegi olasi tehlikeler, onun yazilimiyla ve veri gilivenligiyle

133 Bkz. Coeckelbergh, s. 755 vd.

134 Hatta ok ileride hayvan haklari savunucular gibi yapay zeka haklar savunucular ¢ikabilir.

135 Bu konuda ilk aklimiza gelenler West World, Battlestar Galactica gibi diziler ve yukarida
s6zii edilen Blade Runner adl1 kiilt filmdir.

136 Karnow, s. 203
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dogrudan ilgilidir. Yapay zekanm kurallarim1 kendi yazilim belirler.
Dolayisiyla konuyla bir de diger yandan yaklagsmak gereklidir. Bir insanin
genetik Ozellikleri kadar yetistigi sosyal ¢evre onun hayatmin geri kalanim
nasil gecirecegi konusunda ne kadar onemliyse, yapay zekanin programi
kadar hangi verileri isleyecegi ve de hangi ortamda kullanilacagi o kadar
onemlidir'”’. Yani sorunu, yapay zekanin tasarimi ve bu tasarimim kullamldig
ortam agisindan iki boyutta ele almak gerekmektedir. Bu her iki boyut da
ozellikle giiniimiiz, yakin ve hatta orta gelecek acisindan, zayif zeka icin
gecerlidir. Bu yiizden, zayif yapay zekd séz konusu oldugunda, iiriin
sorumluluguna iliskin diizenlemelerin ve yapay zekay1 tiretenlerle kullananlar
acisindan taksirli sorumlulugun giiniimiiz gereksinimlerini biiyiikk oranda
karislayabilecegini soyleyebiliriz'*®.

Kanimizca yapay zekanin iireticileri ile onu kullananlarin, yani yapay
zekaya yanlig verileri yiikleyenlerin ve onu yanlig ortamlarda bulunduranlarin
ceza sorumlulugunu ayni paralelde tartismak yerinde olacaktir'*®. Ciinkii
yapay zekdya elektrige ve veriye bagimlidir. Dolayisiyla ona dogru verilerin
sunulmasi, dogru ortamda olmasi, algoritmasinin da dogru caligmasi
demektir ' . Bu diizlemde, yapay zekdnmin kullanim alanlarmin, olasi
risklerinin 6nceden belirlenmis olmasit ve kullanicilarinin bilgilendirilmis
olmas: gerekecektir'*'. Bu bakimdan, séz konusu kisilerin kasitli m1 yoksa
taksirli mi davrandiklari, yapay zekanin yazilimina, kullanildig1 ortama veya
ona sunulan veriye gore belirlenecektir. Dolayisiyla, yapay zekanin sahibi,
kullanani, saticisi, donaniminin tasarimcisi, programcisi, programini kirani
(hacker) vb. olas1 bircok farkli kisiyi fail olarak sorumlu tutmamiz olasidir'*.
Bagka bir anlatimla kosullara ve yapay zekénin gelismisligine gore kimin
sorumlu tutulacagi ister dolayli ve dogrudan sorumluluk basligi altinda
aciklansin, isterse de kusurlu veya objektif sorumluluk altinda
degerlendirilsin, hepsi gesitli modellemeler gore ayr1 ayr1 veya bir biitiin
olarak da ele alinabilir; buna gére hem yapay zekaya hem tasarimcilarina

137 Bkz. Karnow, s. 195.

138 Gless/Silvermann/Weigend, s. 427.

139 Bu baglamdaki bir tartisma igin bkz. Sparrow, s. 70.

140 Guiffrida, I./Lederer, F./Vermeys, N.: “The Legal Perspective on the Trials and
Tribulations of Al: How Artificial Intelligence, The Internet of Things, Smart Contracts,
and Other Technologies Will Affect the Law”, Case Western Reserve Law Review, V.68,
1.3, 2018, s. 778. Yazara gore, bu dogrultuda “big-data” ve “deep learning” kavramlart son
derece 6nemlidir.

Gergeklestirilecek risk hesaplamalari, yapay zekanin gelisimiyle kazanacagi otonominin
diizeyine gore ortaya c¢ikabilecek nedensellik problemlerini biiyiik oranda giderebilir. (Bu
dogrultuda bkz. Pagallo, s. 78)

142 Balkin, s. 53.

141
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ve/veya sahibine ceza yaptirmmi uygulanabilir'®. Siiphesiz bu belirlemeye
yapmak i¢in, yapay zekanm kullanimina ve tasarimina ciddi standartlar
getirilmesi gerekmektedir. Glinlimiizde halihazirda yapay zekanin tiretimi ve
kullanim1 i¢in kapsamli standartlar belirlemeye yonelik ¢alismalar
siirmektedir'**.

Diislincemize gore, yapay zekanin bir gilin insan yeteneklerini biitiiniiyle
asacagl olas1 uzak gelecege kadar ceza hukukunda yapilabilecek yegane
diizenlemelerden biri hakkinda Tiirk Ceza Kanunu’nun 177. maddesi ipucu
vermektedir'®. Bu maddede, hayvanin tehlike yaratabilecek sekilde serbest
birakilmasi sug¢ olarak diizenlenmis olup hayvanini kontrol etmede ihmal
gosteren kisiler cezalandirilmaktadir'*. Dolayisiyla gelecekte yapay zekayi
zilyetliginde bulunduranlar i¢in, bu maddeye ufak bir ek yapilmasi, “hayvan”
kelimesinin yanina “yapay zekanin” eklenmesi yeterli olacaktir. Bu madde
baska bir hususa daha isaret eder: yapay zekd ve hayvan paralelligine.
Gergekten de en azindan yakin ve orta gelecekte, yapay zeka insanin biligsel
yeteneklerine ulagsamayacak ama belki de dngdriilmesi ¢ok giic bir bi¢imde
gelismis bir otonomi kazanacaktir'?’.

Diger yandan yapay zekdyir miimkiin olan en 6ngoriilebilir durumda
tutmak istiyorsak daha 6nce de belirttigimiz gibi kullanimini ve tasarimi i¢in
ciddi, kiiresel kistaslar1 kurallara baglamak gerekir. Sonugta yapay zekanin
yaraticist insandir ve ona daha seffaf daha ongoriilebilir, kontrol edilebilir,
etik kurallar1 uygulayabilecek algoritmalar tasarlayabilir'*®. Yapay zekanmn
yazilimina ne kadar egemen olunur ve yapay zekd Ongoriilebilir olursa, bu
iireticilerinin ve kullananlarin taksirli sorumluluguna gitmemizi o kadar
kolaylastiracaktir. Bu Ongoriilebilirligin  kayboldugu durumlarda, yapay

143 Ornegin, Hallevy yapay zekanin ceza sorumlulugu ii¢ model altinda tartisir (Bkz. Hallevy,

s. 174); tim bu modellerin duruma gore biitiinsel bir sekilde de uygulanmasinin miimkiin

oldugunu belirtir (Bkz. Hallevy, s. 191 vd.) ve yapay zekanin ceza sorumluluguna iligkin

tartigmalart -bizce basarili bir 6rnek olmasa da- sirketlerin ceza sorumluluguna iliskin

tartigmalara benzetir. (Hallewy, s. 200)

Diizenlemeler hakkinda ayrintili bilgi i¢in bkz. Villaronga, E. F./Golia, A.: “Robots,

Standards and the Law”, Computer Law & Security Review, V.35, 1.2, 2019, s. 129-144.

145 Bu baglamda bkz. Gless/Silverman/Weigend, s. 427.

146 Tiirk Ceza Kanunu Madde 177- (1): Gozetimi altinda bulunan hayvam baskalarmim

hayat1 veya sagligi bakimindan tehlikeli olabilecek sekilde serbest birakan veya bunlarin

kontrol altina alinmasinda ihmal gosteren kisi, alt1 aya kadar hapis veya adli para cezasi ile

cezalandirlir.

Bu baglamda bkz. Sparrow, s.73 vd. Ornegin Sparrow, yapay zekali gelismis otonomiye

sahip robotlarin savaslarda kullanildig: gelecekte, onlar1 “cocuk askerler” ile kiyaslamanin

diisliniilebilecegini belirtmektedir. (Bkz. Sparrow, s. 73 vd.). Yapay zekali robotlar ile

hayvanlar arasindaki paralellik i¢in ayrica bkz. Pagallo, s. 72 ve 73.

148 Bkz. Johnsson, D.: “Technology with No Human Responsibility?”, J Bus Ethics, V.127,
2015, s. 709.

144

147
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zekanm otonom hareketlerinden kimseyi sorumlu tutmamiz da séz konusu
olamaz. Diger yandan, yapay zekanin otonom kararlarimi hayatin akisi
karsisinda belki hi¢gbir zaman mutlak olarak 6ngdrmeyecegimizi de hesaba
katmak gerekir. Bu nedenle yapay zeka kullanimimin sosyal agidan bazi riskler
olusturabilecegi goz oniine alinmali, kabul edilmeli ve bu risklerin azaltilmasi
yoluna gidilmelidir '*°. Bu risklerin giderilmesi hem iireticiler hem de
kullanicilar i¢in belirli kurallar ile dikkat ve 6zen ylikiimliiliigliniin varligin
giindeme getirir. Bu kurallarin neler olabilecegini gelecekte ortaya cikacak
olaylar, o zamanin teknolojisiyle sosyal yasaminin yarattig1 ortak tecriibe
kurallar1 belirleyecektir.

Ek olarak {ilkelerin i¢ ve dis giivenligi géz Oniine alindiginda, iyimser bir
bigimde uluslararasi sézlesmelerle yapay zekali silahlarin iiretiminin ve
kullanilmasinin tiimden yasaklanmasi ya da en azindan yapay zekanin insan
Oldiirme kararmin insan onayina sunulmasi, kimi etik sorunlarin ve yapay
zekanin olusturabilecegi kimi risklerin niine gegmek icin tartisilabilir’™’. Bu
baglamda, yasaklarin ve kistaslarin hayata gecirilebilmesi icin yapay zekali
robotlar kat1 smiflandirmalara tabi tutulabilir. Siniflandirilmalarinda,
bigimleri, otonomi diizeyleri, nerede ve hangi alanda kullanilacaklari, iglev ve
yetenekleri goz 6niine alinabilir'>'.

Dolayisiyla en azindan kisa vadede, yapay zekay: olusturan yazilimlarin
dolagimlarinin sik1 prosediirlere ve sertifikasyon kurallarina baglanmasi, bu
dogrultuda goézlemlenmeleri ve siki testlerden gecirilmeleri, ayrintili test
rejimlerinin ve bilgi (data) arsivlerinin olusturulmasi bir zorunluluk haline
gelmektedir . Bu sirada sigortacilar, sigortalanan bir mali veya saghk
sigortas1 yaptiran bir insami tim ozellikleriyle nasil inceliyorlarsa, yapay
zekdy1 ortaya g¢ikaran yazilim da yapimindan faaliyete gegisine kadar ki
siiregte tiim ayrintisiyla analiz edilmeli ve neden olabilecegi riskler
ongoriilmeye calisilmalidir ' . Sertifikasyondan ge¢mis yapay zekanin
yazilimi 6zel sifrelenmis bir ruhsatla biitiinlestirilebilir. Bu ruhsata sahip
olmayan yazilimlarin kullanimi cezalandirilabilir. Diger yandan yapay
zekanin yazilimin hazirlamisi belirli prosediirlere baglanirsa, yazilimi
hazirlayan ekipteki kisilerin sorumlulugu daha rahatlikla saptanabilir. Yapay
zekd karmagik bir yazilima, bu yazilimin hazirlanmasi i¢in karmagik bir
organizasyona, hatta ileride bagka yapay zekalarin faaliyetine gereksinim
duyabilecegi icin, asil giicligiin yazilimcilarin sorumlulugunu belirlemede

199 Bkz. Gless/Silverman/Weigend, s. 434.

150 Bkz. Bu gériisler igin bkz. Asaro, P.: “On Banning Autonomous Weapon Systems: Human
Rights, Automation, and the Dehumanization of Lethal Decision Making”, International
Review Of Red Cross, Volume 94 Number 886, 2012, s. 696 vd.

151 Bkz. Oleksiewicz/Civelek, s. 260.

152 Bkz. Villaronga/Golia, 34 vd.

153 Bkz. Karnow, s. 194.
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karsimiza gikacagi vurgulanmalidir'®®. Bu yiizden yapay zekdnin yaziliminin

hazirlanmasinin kati1 usul kurallarina baglanmasi bizce bir zorunluluktur.
Buna karsin yazilimin kendi biitiinselliginden ortaya ¢ikan kimi 6ngdriilemez
patolojik sonuglar i¢in sorumluluk konusu tartisilmaya agiktir. Bu yilizden
biraz 6nce de vurguladigimiz iizere, yapay zeka faaliyete gegcmeden dnce ciddi
bir bicimde incelenmeli, kontrol ve test edilmelidir. Diger yandan, yapay
zekanin var oldugu dijital diinya géz Oniine alinarak, bu tip olaylar i¢cin yeni
delil etme yol ve yontemleri aranmalidir'®’.

Yapay zekay: irdeledik¢e, norobilimle, algoritmalarla, kibernetik ile
kars1 karsiya kalarak gerekircilerin goriislerine daha ¢ok yaklasmak zorunda
kaltyoruz. Bu yiizden yapay zekanin ceza sorumlulugu tartismasinda ilk elde
onu tasarlayanlarin sorumlulugunun degerlendirilmeye gidilmesi 6gretideki
kimi diisiiniirlerin ilk aklina gelen sonug olarak karsimiza ¢ikabiliyor'>®. Hatta
yukarida da tartisildigi {izere, yapay zek@nin yonlendirdigi robotlara kole
statiisii taninmas1 diisiiniilebiliyor. Ote yandan varilan tiim bu savlar, ceza
hukuku alaninda gelindiginde, yapay zekanin kendiliginden en karmasik
seyleri 0grenerek kendi algoritmasini kendisinin yazabilecegi, yani giderek
daha kompleks bir yap1 sundugu ve insanin bu karmasik yapinin eylemlerini
ongoérme olanagini kaybettigi kosullar icin bize acik¢a yardimci olmuyor.
Artan otonomi Ongoriilemezligi, 6ngoriilemezlik belirsizligi arttiriyor ve bu
belirsizlik yapay zekali makineleri yasam i¢in uzun vadede giivenilmez
kiliyor'®”. Insanin caresiz kalabilecegi bu gibi kosullar i¢in belki de yapay
zekalar1 birbirlerine denetlettirmek hayal edilebilir yegane yol olabilir'>®.

Goriilebilecegi gibi yapay zekanin gelecekte kazanmasi olasi yetenekler,
onun cesitli evrelerde kazanacagi otonominin derecesine gore sirasiyla
hayvanlarla, kolelerle, cocuklarla, akil hastalariyla ve tiizel kisilerle
kiyaslanmasina yol agiyor. Kanimizca, bir giin yapay zekaya ceza
sorumlulugu tanimak gerekirse, onun ceza sorumlulugunu ilk elde, insan olma
ozelligi tasimayan ama hukukun kisilik tanidigi tiizel kisilerle kiyaslamak
yoluna gidilebilir'*’. (Ote yandan cogu Kita Avrupasi iilkesinde tiizel kisilerin
ceza sorumlulugunun bulunmadigini belirtelim.) Boylelikle, uzak gelecekte,

154 Bu baglamda bkz. Chinen, s. 393.

155 Pagallo, s. 70.

156 Bkz. Hallevy, s. 183.

157 King, T.C./Aggarwal, N./Mariaosaria, T./Floridi L.: “Artificial Intelligence Crime: An

Interdiciplinary Analysis of Foreseeable Threats and Solutions”, Science and Engineering

Ethics, Springer, 2019, s. 6.

Yapay zekanin hem savunma (defensive) hem de saldir1 (ofansive) ikili kullanilabilecegiyle

ilgili olarak bkz. King/Aggarwal/Mariaosaria/Floridi, s. 26.

159 Bkz. Asaro P.: “Robots and Responsibility from a Legal Perspetive”, ICRA, 2007,
(http://peterasaro.org/writing/ ASARO%20Legal%20Perspective.pdf)

158
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yapay zeka tiizel kisilerle kiyaslanarak, ona “elektronik kisi” tanimi verilebilir

ve ona hukuken 6zel bir kisilik ile hareket yetenegi taninmasi diisiiniilebilir'®°.

SONUC

Yapay zeka ¢ok biiyiik bir potansiyel tasimaktadir. Gliniimiizde silahl1 ve
yapay zekali araglarin savaslarda kullanilmasi ¢ok yakindir.'®" Bu son derece
tehlikeli gizil giiciine ragmen Asimov’un Frankenstein Kompleksi'®* olarak
adlandirdig1 bigimiyle, uzak gelecekte kendi iirettigimiz akilli ve zeki bir
“varliktan” korkmamaliyiz. Yapay zekay:1 insan evriminin bir sonucu ve
devamu olarak kabul etmeliyiz. Yapay zeka belirli bir gelismislik seviyesine
ulastiginda ki bu seviye insanoglunu asarsa, bu siirecte tartisilan konular, ters
simetrigine donebilir, yani insan haklar1 hayvan haklariyla ayni diizlemde
yapay zekd tarafindan ele alnabilir. O seviyeyi Ongdrmemiz ve
diistinebilmemiz miimkiin olmadigindan, tim bu diisiince jimnastigi yapilan
konular bizden ileri seviyedeki bir yapay zeka i¢in son derece dnemsiz de
kalabilir. Dogay1 tahrip eden insan tehlikenin ta kendisi olarak algilanabilir ve
belki de machina sapiens bizim en biiylik yoldagimiz degil de kiyametimiz
durumuna gelebilir. ' Tek tutamak noktamiz ve de umudumuz, onun
yaraticis1 olmamizdan ileri gelmektedir. Her sey belki de onu nasil
yarattigimizla ve ona neler dgretecegimizle ilgilidir.'®* insanoglu, yeni dogan
cocuguna 6greteceklerinde, ya kendi varligini karanlik yonlerinde gizlenmis
vahsi hayvanin parlayan gozlerini gérecek veya onu kendi eksiklikleri ve
hatalarindan tiimiiyle soyutlayacaktir.

“Yapay zekad, 2029 civarinda insan
seviyesine ulagacak. Oradan biraz daha
ilerledigimizde, mesela 2045 'te yapay
zekd medeniyetimizin biyolojik insan
zekasint milyarlarca kat agmig olacak.” -
Ray Kurzweil

160 Eduardovich, R.: “Criminal Liability of the Artificial Intelligence”, Problems of legality.

2017. Issue 138, s. 139.

Boylelikle yapay zeka uluslararasi kamu hukukunun da tartigsma konularindan biri olarak
karsimiza ¢ikabilecektir. Bkz. Marijan, B.: “On Killer Robots and Human Control,
Debating the spohistication of artificial intelligence in lethal autonomous wepons systems”,
The Ploughares Monitor, Summer, 2016, s.20.

162 Bkz. Charney, s. 70.

163 Bkz. Rubin C.T: “Machine Morality and Human Responsibility”, The New Atlantis: A
Journal of Technology & Society, Summer 2011, s. 58 vd.

Bu konudaki tartismalar i¢in bkz. Rubin, s. 75 vd.

161

164
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